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ABSTRACT We investigate electron and hole dynamics upon photon excitation in dye-sensitized solar cells, using a recently developed
method based on real-time evolution of electronic states through time-dependent density functional theory. The systems we considered
consist of organic sensitizers and nanocrystalline TiO2 semiconductors. We examine the influence of various factors on the dynamics
of electrons and holes, including point defects (vacancies) on the TiO2 surface, variations in the dye molecular size and binding
geometry, and thermal fluctuations which result in different alignments of the electronic energy levels. Two clear trends emerge: (a)
dissociated adsorption of the dye molecules leads to faster electron injection dynamics by reducing interfacial dipole moments; (b)
oxygen vacancy defects stabilize dye adsorption and facilitate charge injection, at the cost of lower open circuit voltage and higher
electron-hole recombination rate. Understanding of these effects at the atomic level suggests tunable parameters through which the
electronic characteristics of dye-sensitized solar cell devices can be improved and their efficiency can be maximized.
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Among renewable energy solutions, dye-sensitized
solar cells (DSSCs, also called “Grätzel cells”) have
attracted much attention as an alternative inexpen-

sive and environmentally friendly method for sunlight-to-
electricity conversion.1-3 Such devices become even more
attractive when the dye molecules are natural4 or organic
ones5-8 which do not contain rare, often toxic, inorganic
metal ions. The biggest challenges for developing organic-
dye-based DSSCs are relatively low efficiency and limited
long-term stability.7 Both factors depend sensitively on the
structural details, binding mechanisms, and carrier dynam-
ics at the dye-semiconductor interface. Tuning these pa-
rameters can greatly enhance the device performance,
eventually leading to large-scale implementation of DSSCs
for energy conversion. Experimentally, the highest efficiency
achieved using this type of organic dyes6 is ∼9%, compared
to 11.2% for DSSC devices employing metal-containing
dyes,3 and <6% for all-organic solar cells.9

A DSSC essentially comprises three important compo-
nents for photocurrent generation: (i) a nanocrystalline
oxide semiconductor as electrode, mostly TiO2, respon-
sible for photoelectron collection; (ii) dye molecules at-
tached to the TiO2 surface for visible light absorption; and
(iii) an electrolyte, which conducts electrons from the
counter-electrode to regenerate the excited dye cations.2,3

The semiconductor-molecule interface at which all three

components are present, where the photogenerated elec-
trons and holes are separated, is of central importance
for the performance of the device.10 Due to its complexity,
a variety of factors describing this interface strongly
influence the charge separation and recombination mech-
anism, an essential process for any type of solar cells and
accounting for the overall efficiency of devices. These
factors include molecular geometry, binding groups, sur-
face orientation, defects, dissociation, pH, and additive
ionic potential.11-14 Recently there have been a few
experimental efforts attempting to resolve and rationalize
how electron-hole separation and recombination pro-
cesses depend on these various factors, including, for
instance, anchor groups,13,15 bridge lengths,16,17 and ion
concentration;12 however, due to the complex nature of
the interface system and difficulties to have correct
assignments of measured signals, an explicit theoretical
understanding at the single-molecule level is still lacking.
This situation hinders understanding the mechanism of
electron-hole separation and recombination in real de-
vices, its dependence on various factors, and how these
factors can be tuned to optimize the device performance.

In this work, we study the problems related to DSSC
performance and stability at the molecular scale, using state-
of-the-art first-principles calculations within the framework
of time-dependent density functional theory (TDDFT).18 We
illustrate in a quantitative manner how molecular size, the
molecule dissociation state upon its adsorption on the
semiconductor surface, and different binding configurations
with or without surface defects will influence the stability and
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electron dynamics at the interface between dye molecules
and the TiO2 substrate. We find that the presence of many
influencing factors leads to electron injection dynamics that
is dispersive in nature. By considering a wide range of
possible structural and electronic configurations, we clarify
how particular system features change the time scale of
molecular processes such as electron injection.

In a real device, several practical aspects are also impor-
tant, including contact with a transparent conducting layer,
the metal electrode, the catalytic counter-electrode, and
packaging issues, such as antireflection and electrolyte filling
and sealing; all these play important roles in cost and
environmental considerations.3,19 These factors are beyond
the scope of what can be addressed by our work.

The calculations reported here were performed within
the SIESTA code.20 We use pseudopotentials of the
Troullier-Martins type21 to model the atomic cores, the
PBE form of the exchange-correlation functional,22 and a
local basis set of double-� polarized orbitals (19 numerical
atomic orbitals for Ti including semicore 3s and 3p
states;23 13 orbitals for C, N, O, and S; 5 orbitals for H).
An auxiliary real space grid equivalent to a plane-wave
cutoff of 70 Ry is used for the calculation of the electro-
static (Hartree) term. Solvent molecules are not currently
included in the model structures, since they participate
in weaker interactions including hydrogen bonding and
van der Waals forces; investigations of their influence are
under way. For geometry optimization, a structure is
considered fully relaxed when the magnitude of forces on
the atoms is smaller than 0.04 eV/Å. Optical absorption
and electron dynamics are extracted from TDDFT simula-
tions. Optical absorbance is calculated within the linear
response regime,24 by propagating wave functions 6107
steps in time after abruptly turning off a perturbing
external field of 0.1 V/Å. The time step of simulations is
0.0034 fs, corresponding to an energy resolution of 0.1
eV.

For the simulation of electron injection, the evolution of
both electrons and ions in real time is monitored after
excitation. The time-dependent Kohn-Sham equations of
electrons and the Newtonian motion of ions are solved
simultaneously, with ionic forces along the classical trajec-
tory evaluated through the Ehrenfest theorem.25 The elec-
tron density is updated self-consistently during the real-time
propagation of single-particle Kohn-Sham wave functions
with a time step of 0.02419 fs. The initial velocity of ions is
assigned according to the equilibrium Boltzmann-Maxwell
distribution at a given temperature (350 K) unless otherwise
specified. Within this scheme, the total energy is well
conserved to within 10-4 eV/fs. This convergence is by
choice; better performance can be obtained if a more
stringent self-consistency criterion for each time step is
chosen. In practice, we have checked that this level of
convergence produces negligible differences in the evolution
of energy levels and electron-ion dynamics. The use of

TDDFT for treating excited states and dynamics has been
debated recently26,27 and the latest results have shown it
accurate in many applications.28 Our TDDFT simulations are
significantly different from quantum dynamics utilizing
effective Hamiltonian29 or time-domain quantum simula-
tions,14,30 because we use a full TDDFT treatment of
electron-ion dynamics, in which the Hamiltonian (therefore
electronic coupling) is always updated and consistent with
electron density at a given time, whereas other methods
generally use a fixed Hamiltonian for a time span of at least
1 fs (which is 2-3 orders of magnitude larger than the time
step used for wave function propagation). Since the elec-
tronic coupling between dye molecules and TiO2 is key to
electron injection processes,13 we believe our method pro-
duces more accurate electron couplings between the dye
and TiO2 and in turn ultrafast injection dynamics. Conse-
quently, our calculations are quite computationally intensive:
a single excited state electron-ion trajectory of 200 fs
typically takes ∼8300 propagation steps and only a few
trajectories can be practically obtained for a given atomic
configuration.

We begin by considering charge separation processes
occurring at the dye-semiconductor interface. Charge sepa-
ration is central for sunlight-to-electricity conversion in any
type of solar cells. An efficient scheme for electron-hole
dissociation comparing to other competing deactivation
processes, such as recombination, implies high efficiency in
photocurrent generation. However, this involves a compro-
mise: a faster electron injection rate usually requires the
energy level of the excited state in the dye molecule to be
very high into the conduction band of the semiconductor,
but this results in a lower open circuit voltage; this effect is
referred to as the “kinetic redundancy”.10,12 Therefore for
best device performance what is desirable is not the fastest
possible charge injection but an injection rate faster than
competing de-excitation channels. We construct a model
that captures the essential aspects of both the semiconductor
and the dye components.

Interaction between organic molecules and low-dimen-
sional oxide semiconductors such as TiO2 has been the
subject of intensive investigations recently.11,29-32 For study-
ing TiO2 nanostructures, we construct and adopt a one-
dimensional (1D) model nanowire system based on the
anatase phase of TiO2.33 Dye solar cells employing nanowire
structures34-37 (including nanotubes) for the photoanode
have been used in experiments, usually with metal complex
dyes. The advantages for this type of electrode geometry
include increased photon scattering and enhanced electron
transport due to its 1D geometry, as have been demon-
strated experimentally.34-36 This 1D geometry also has
certain computational advantages, since a relatively small
segment can be used to adsorb a large/long dye molecule
and it still captures the essential features of electronic
structures of larger, bulkier particles used in experiments,
as a result of the extended 1D geometry. The experimental
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lattice constants38 a ) b ) 3.784 Å and c ) 9.515 Å, which
are close to the theoretical values of 3.80 and 9.53 Å, were
used for the wire structure. Periodic boundary conditions are
used also in the directions perpendicular to the wire axis,
which separate the nanowire from its images by at least 10
Å of vacuum. We note that in recent experiments nanowires
of similar size, as small as 5 Å in diameter, have been
synthesized and used,39,40 as well as nanocrystalline par-
ticles3 with a diameter of 2-8 nm. Our structures capture
the realistic features of experimental counterparts (e.g., 1D
geometry, orientation and facets) and serve as a reasonable
model. We note that from the comparison of electronic
structures, this model, despite its simplicity, captures general
electronic characteristics of other low-dimensional systems,
such as surfaces and nanoparticles, as discussed below.

In order to understand how the performance and in
particular the electron-hole quantum dynamics are affected
by the different factors at the dye-TiO2 interface, we
investigate the electron dynamics at the interface for a
variety of different binding configurations among a group
of model organic dyes. The molecular structure of these
model dyes is shown in Figure 1. They have the same
structure as those developed and used in experiment7,8

recently where high efficiency has been shown (8%), except
that at one end of the molecule dimethylfluorene or phenyl
groups are substituted by smaller hydrophobic methyl groups.
These groups do not affect the optical properties of the dyes:
we have analyzed the optical spectrum and corresponding
wave function plots and find that the major absorption peak
in the visible range comes from the transition between
HOMO and LUMO states of the dye, with both orbitals
located mainly on the body of the molecular chain, including
the other end through which the molecule binds to semi-
conductor surfaces, with little weight on the end group that
has been substituted. Therefore our choices represent a
reasonable model for the molecular geometry, electronic
structure, and dynamics for the optical transitions under

consideration. The dipole moments for the three model dyes
are similar, being 11.80, 13.19, and 13.29 D (1 D ) 1 debye
) 0.208 e·Å) for the M1, M2, and M3 dyes, respectively.

For further justification, Figure 1 presents optical absor-
bance spectra for these model dyes. The calculated excita-
tion energy for the first two absorption peaks of M1 is 2.3
and 3.2 eV, lower but comparable to the experimentally
measured ones,7 2.84 and 3.50 eV, respectively, due to the
lack of asymptotic (-1/r) behavior in the PBE exchange-
correlation functional to correctly describe the charge-
transfer excitations.26 The presence of a second thiophene
group in the M3 molecule results in a red shift of the two
peaks, consistent with experimental measurements,7 though
the absolute value cannot be trusted due to the error in
charge-transfer excitation energies.

Next we present some evidence for the presence of the
deprotonated form of the M2 dye in ethanol solutions. The
calculated spectrum for deprotonated M2 (removing the H+

from the cyanoacrylic acid group) has a strong absorption
peak at 2.5 eV. This matches closely the experimental
spectrum8 in ethanol where a single strong peak appears at
2.8 eV. A small peak with a higher energy is also found in
both theory (3.98 eV) and experiment (4.13 eV). On the
other hand, the neutral form of the M2 dye shows two
prominent peaks around 2.1 and 2.8 eV, with the former
being stronger, and no additional apparent peaks around 4
eV; thus it is very different from the measured spectrum.8

This is not a result of substitution of phenyl end groups with
methyl groups in the model M2 molecule. As a check, we
calculated the optical spectrum of the complete dye structure
used in experiment (with phenyl end groups), both in neutral
and in deprotonated forms, and they show exactly the same
behavior as the model dye, M2, except that all peaks are 0.2
eV lower in energy due to the more severe self-interaction
errors in the actual molecules used in experiment. In addi-
tion, we found that all model dyes M1, M2, M3 experience
a similar behavior in optical spectrum; that is, two peaks are
shifted and combined to form a single strong peak with an
averaged energy after being deprotonated. In the cases of
M1 and M3, the neutral form shows a spectrum that is close
to experiment and therefore should be the dominant form
for these molecules in solutions. The interesting difference
for the dye molecular states between M1 and M3 versus M2
is attributed to the different molecular composition, that is,
the presence of the CdC double bond in M2, or to different
preparation processes.

Since different protonation states could be present for
organic dyes, we investigated how these states, together
with other geometrical changes in the molecule, affect the
structural stability and dynamics at the dye-TiO2 interface.
To illustrate, we use M1 as an example and show a variety
of possible molecular states and binding geometries at the
interface in Figure 2. The end cyanoacrylic acid has three
groups that could bind to the TiO2 surface, via -CN-Ti,
-CO-Ti, and -COH-O (-CO-Ti if H is removed) bonds;

FIGURE 1. Model organic dyes considered in this work and corre-
sponding optical absorption spectra, in the neutral form (blue line)
and in the deprotonated one (red line). These dyes are modified
relative to those used in experiments by substituting the end
dimethylfluorene groups (M1 and M3) or phenyl groups (M2) with
two methyl groups.
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therefore, there are many possible binding configurations.
We present a detailed characterization on several stable
representative configurations and comment on other pos-
sible arrangements. Configuration (a) is a case where an
intact M1 binds through both of its -CN and -CO groups to
a 5-fold Ti ion on the TiO2 (101) surface, which leads to a
binding energy of 0.99 eV. The H atom on the -COH unit
can be easily transferred to the neighboring sCdO group,
forming configuration (b), which is more favorable than (a)
by 0.066 eV per molecule. This H atom can also be removed
from the molecule and placed onto the TiO2 substrate,
resulting in configuration (c) where the dye is in its dissoci-
ated form. The binding energy in configuration (c) is 0.085
eV smaller than that in (a), consistent with earlier discussion
about the presence of intact versus deprotonated M1 dyes.
This small energy difference is, however, at the limit of
accuracy of DFT calculations. Taking into account various
limitations of the model system, including the small size of
the semiconductor component, the absence of solvent
molecules, the surface termination and different pH values,
it is likely that all configurations with similar binding energy
are present in a real system. Configuration (d) is an interest-
ing case, where the -COOH group binds to the surface at
steps via sCdO-Ti and a hydrogen bond between -COH
and bridge O atoms of the TiO2 surface. This state is the most
stable among all the configurations we considered, with an
energy 0.25 eV lower than configuration (a). Another im-
portant configuration, not shown in Figure 2, consists of the

dye binding to TiO2 via a bidentate structure through the
dissociated carboxylic group, as considered in ref 41. We
find that this configuration has the smallest binding energy,
0.50 eV lower than that of configuration (d). Alternatively,
the TiO2 surface may be terminated by surface OH and H
groups, preventing -COH binding, or the dye-surface
hydrogen bond, with a relatively weak strength of ∼0.3 eV,
may be displaced by solvent molecules or indirect bridging
hydrogen bond networks, all of which could stabilize the dye
in a realistic environment. If that happens, the resulting
displaced configuration could have similar or even lower
stability than other configurations. All these comparisons are
based on the total energy of the combined dye/TiO2 system
in different configurations, where all atoms have very similar
positions (except for one H atom); therefore basis-set super-
position errors are not important.

The diversity in stable configurations at the dye-TiO2

interface results in a diversity in electronic structure. Specif-
ically, due to structural differences, the relative alignment
of the LUMO level of dye molecules to the conduction band
of TiO2 varies. It is typically within(0.3 eV of the conduction
band minimum (CBM) with the exception of case (b): the dye
LUMO is 0.23 eV below CBM for the intact configuration (a)
and 0.32 eV above CBM for the dissociated form (c); for
configuration (d), the value is 0.19 eV above CMB; all these
cases could facilitate a fast electron injection from the dye
LUMO to conduction band of TiO2. In configuration (b),
however, the dye LUMO is 0.67 eV below the CBM, render-

FIGURE 2. (a-d) Different binding configurations of the model dye molecule M1 bonded to the TiO2 surface and corresponding plots of the
density of states (DOS). In the latter, the shaded regions correspond to the TiO2-related valence (blue) and conduction (red) states. The horizontal
bars represent occupied (blue) and empty (red) molecular states (singly or doubly degenerate). The dashed line is the Fermi level, defined as
the midgap point between the highest occupied and lowest unoccupied electronic state, which may belong either to the molecule or to the
semiconductor. The zero of the energy scale is defined as the midgap point for the semiconductor-related states only.
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ing efficient charge transfer unlikely even taking thermal
fluctuations into account. We note that for the configuration
with the bidentate carboxylic binding,41 the dye LUMO is
0.5 eV above the semiconductor CBM. However, due to its
low stability (having the smallest binding energy), we did not
consider this structure in more detail; we expect that this
structure would lead to fast electron injection similar to cases
(c) and (d). Importantly, we found that the relative band
alignments discussed above do not depend on the specific
TiO2 structure we choose, namely, the 1D nanowire model.
We have calculated dye adsorption on a 2D surface system
(anatase (101) surface) at a similar coverage, as well as a
finite (0 D) TiO2 nanoparticle of comparable size (length,
∼15 Å; width, ∼6 Å). In both cases, the calculated dye LUMO
levels have very close alignments to those obtained with the
nanowire model. Specifically, these levels (relative to the
CBM), for the four dye structures shown in Figure 2a-d, are
as follows: in the nanowire (-0.23, -0.69, +0.32, +0.19
eV), in the surface (-0.28, -0.73, +0.26, +0.17 eV), in the
nanoparticle (-0.24, -0.55, +0.52, +0.19 eV).

The alignment between dye molecular orbitals and the
TiO2 bands in different configurations has its origin in the
dipole moment at the interface. A dipole pointing outward
from the TiO2 surface (negative pole) to the dye molecule
(positive pole) will give rise to a surface potential which pulls
down the dye orbitals relative to CBM. The interface dipole
moments along the long axis of the dye molecules are 18.56,
22.75, and 11.62 D for molecular configurations (a), (b), and
(d) in the ground state, and 23.16, 26.90, and 19.90 D in
the excited state, pointing outward from the surface. The
magnitude of the interface dipole moment is consistent with
the position of the H atom involved in dissociation in these
three geometries. The larger the interfacial dipole moment,
the lower the dye LUMO relative to the CBM of TiO2, as is
observed in Figure 2. This point is also consistent with a
previous study of the band alignments at the interface
between metal complexes and TiO2 in the ground state.32

In order to explain the observed large open circuit voltage
in a solid-state DSSC,41 it has been argued that a positive
dipole at the interface results in an upshift of CBM. This is
consistent with our results.

It would be interesting to know how these diverse struc-
tural arrangements of the dye-TiO2 interface affect electron
and hole dynamics, an issue of central importance for
sunlight harvest and conversion. We studied this problem
by molecular dynamics simulation of the excited-state
electron-ion evolution. Typically for a given system of dye/
TiO2, we first promote one electron from the dye HOMO to
the dye LUMO level at time t ) 0 for the first excited state.
Then we evolve all the occupied electronic states based on
TDDFT and propagate ionic positions according to classical
Newtonian dynamics. The two are coupled in a coherent
way, with the electronic degrees of freedom evolving in the
potential created by the moving ions and the ions moving
according to the forces which are a functional of the time-

dependent electronic density (Ehrenfest dynamics). In order
to determine the amount of charge transfer, we use the
integral of excited electron (hole) density projected onto the
TiO2 orbitals, �, as a function of time after photon absorp-
tion, with � defined as

where cj are the coefficients of atomic basis states φj in the
Kohn-Sham orbital ψKS(r) of interest (either the excited
electron or the hole)

The electron and hole dynamics for M1, M2, and M3 dyes
are shown in Figure 3. It is clear that after excitation, the
electron gradually delocalizes and is injected into the semi-
conductor region, on a time scale of 125-175 fs (Table 1),
while at this time the corresponding hole stays in the dye
molecule and does not penetrate through the interface
region. The hole injection time is much longer than the time
for electron injection, and hole injection only starts after the
excited electron has been completely injected into the TiO2

and, therefore, could be influenced by the injected electrons
due to the small size of our TiO2 model. The injected electron

FIGURE 3. Comparison of electron (solid lines) and hole (dashed
lines) dynamics of the M1, M2, and M3 model dyes, in intact and
dissociated forms. � is defined in eq 1 and represents the injection
probability.

� ) ∫ dr|ψ̃(r)|2, ψ̃(r) ) ∑
j∈TiO2

cjφj(r) (1)

ψKS(r) ) ∑
j

cjφj(r) (2)
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dissipates into the dxy orbitals of Ti ions, which constitute
the lowest conduction bands of the semiconductor. There-
fore, the electron-hole pair generated by photon absorption
will split in space, within a time scale of ∼200 fs.

The above process is a result of energy level alignments
at the dye-TiO2 interface. In a DSSC the lowest unoccupied
molecular orbital (LUMO) of the dye molecule should be
higher in energy than the CBM and close to it. These states
are very close in energy and strongly coupled and can be
easily mixed due to thermal fluctuations. On the other hand,
since the dye molecules have a smaller energy gap (∼2 eV)
than the oxide semiconductor TiO2 (3.4 eV), the dye’s
highest occupied molecular orbital (HOMO) is in the band
gap region, with a large energy separation (>1.5 eV) to the
valence band of TiO2. The mixing of the HOMO and the
valence band is much slower, resulting in stable hole dy-
namics being confined in the dye molecule.

We next focus on the effects of dye molecular dissociation
onto the electron injection dynamics. Figure 3 shows excited
electron dynamics for the intact and dissociated forms of
model dyes M1, M2, and M3 upon photon excitation. For
M1 in the intact configuration Figure 2a, the electron injec-
tion has finished at around 140 fs. Electron injection in the
dissociated configuration Figure 2c is faster than in the intact
configuration Figure 2a, typically by 10-15 fs. The same
trend is true for the M2 and M3 dyes: dye dissociation makes
the electron injection faster. For instance, the charge injec-
tion for the dissociated M3 molecule, in a geometry similar
to Figure 2c, is 60-70 fs faster than that in the intact
configuration, consistent with earlier discussion. This can be
explained by the fact that after dye dissociation, the H atom
is moved from the molecule to the TiO2 substrate, which has
the effect of significantly reducing the interface dipole
moment and affecting local reorganization, thus lowering the
barrier for electron injection. Generally, dissociated dyes
have LUMO levels >0.1 eV higher than intact ones. This is
consistent with experimental observations that by tuning the

concentration of additive ions (such as Li+), a shift in the
band edge by 0.1 eV results in 2-fold retardation in electron
injection.12 The retardation effect in our simulations is less
pronounced because in the relatively small TiO2 structural
models we used, the energy level oscillations are large due
to significant thermal fluctuations and because DFT does not
accurately predict the absolute band alignments at interfaces.

We also compare how the molecular size influences the
injection dynamics at the dye-TiO2 interface. In Figure 3,
we compare model dye M1 with M2 and M3, in both the
intact and dissociated forms as those in parts a and c of
Figure 2. In the initial stage starting from t ) 0 to 120 fs,
electron injection curves are very close to each other, but
beyond this time interval, M3 has a much slower charge
injection than M1, with an overall injection time of ∼200 fs
for M3. The initial similar injection dynamics is due to the
fact that the two molecules bind to the TiO2 surface in the
same manner, and the longer overall time scale in M3 is
attributed to its chain length, which is longer by a thiophene
unit than the dye M1, as might be expected from intuition.
The quantitative characterization presented here is a useful
confirmation that intuitive arguments can serve as a guide
for dye selection and optimization in combination with other
factors such as extinction coefficient and molecular binding.
For nonadiabatic electron transfer, an exponential decay of
transfer time with respect to bridge length is expected
because of the exponential decay of coupling strength with
distance in a tunneling process.17 Practically, the injection
time is extended by a factor of 3.3 with the addition of one
CH2 group.16 Experimental measurements indeed show that
adding two CH2 bridge groups to the Redye ReC1A, the
injection time is extended by a factor of 13.7.16 By adding a
(CH)2 and a thiophene group to M1, we observe that injection
times are extended by factors of 1.15 and 1.30 only. This
result can be understood in two ways:

TABLE 1. Comparison of Experimental and Calculated Electron Injection Times from Various Dye Molecules to TiO2 Conduction Bandsa

sensitizer time (fs) references

metal complexes Ru(4,4′-COOH-2,2′-bipyridine)2 (NCS)2 (N3) <150, ∼50 refs 42 and 43
Zn phthalocyanine with tyrosine (ZnPcTyr) 160 ref 44
Re(CO)3Cl (dcbpy) <100 ref 16
Zn porphyrin derivatives <250 ref 45
Zn porphyrins with phenylethylnyl linkers 200-300 ref 17

metal-free organics anthocyanin <100 ref 46
alizarin 6 ref 47
bi-isonicontinic acid 3 ref 48
perylene (DTB-Pe) 75 ref 49
perylene (DTB-Pe-rod, DTB-Pe-tripod) 240, 970 ref 15
fluorescein 27 300 ref 50
coumarin 343 180, 125 ( 25 refs 51 and 52
aminophenyl acids (NK1, NK2, NK7) <40, 240-270 ref 53

theory M1 141 present work
M2 162 present work
M3 184 present work

a Only fastest components are included for multiexponential injection kinetics. Theoretical results are based on nondissociated cases in Figure
3a; see text for details.
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(i) Since all M1-M3 dyes form strong covalent bonds with
TiO2, electron injection could exhibit strong adiabatic char-
acter, which does not follow exponential decay.

(ii) This is more reasonable when taking into account that
from the strong light absorber, the first thiophene group, to
TiO2, the three dyes M1, M2, and M3 share the same
molecular bridge for electron injection, and that addition of
(CH)2 and thiophene groups is above this absorber center;
therefore the effective elongation of the electron transfer
bridge is much reduced. Indeed, experiments on porphyrins
with oligo(phenylethylnyl) bridges showed similar injection
times around 200-300 fs for dyes with one and four bridge
groups.17 Indirect injection through shortcuts might be
another important reason.

In order to see how thermal fluctuations affect the charge
injection, in Figure 4a we plot electron dynamics for a set
of different starting geometries for the most stable config-
uration in vacuum, that is, the configuration of Figure 2d.
These starting geometries and ion velocities are obtained
from a ground state ab initio molecular dynamics trajectory
at 350 K and are separated in time by 200 fs from one
another. The electron dynamics averaged over these trajec-
tories is also presented in this figure. Although large fluctua-
tions are observed for each excited state trajectory, overall
they overlap very well and yield an average injection time
of ∼140 fs. This time scale is almost exactly the same as

the configuration (a), another intact adsorption state; the
comparison is shown in Figure 4b. We also found cases (not
presented here) where charge injection proceeds much
slower or even is reversed in a short time (within 200 fs).
This leads us to conclude that although attaching via different
binding groups (O(N)-Ti vs O-Ti and hydrogen bonding),
the molecular binding configurations give very close injec-
tion times for the model systems studied. Charge injection
in configuration 2(d) is quite different from other cases
(dissociated state, or cases with defects, Figure 5, discussed
below). In particular, it is different from another case for
molecular adsorption, configuration 2(b), where H is trans-
ferred to the upper O atom in the binding -COOH group.
The higher H position in the dye leads to an increase of the
interface dipole moment and a slower electron injection time
>200 fs.

For a direct comparison to experiment, we summarize
in Table 1 available measurements on electron injection
from various dye molecules to TiO2. Experimentally this
ultrafast injection process can be probed by time-resolved
transient absorption of dye cations or injected electrons,
which is the most popular, or fluorescence spectroscopy and
surface science measurements such as two-photon photo-
emission.11 In the latter case, ideal conditions such as high
vacuum and single crystals are usually required and the
results can be directly compared with transient measure-
ments on nanoparticles to reveal the nature of electron
injection under ideal and real conditions.15 Table 1 shows
that for both metal-containing complexes and metal-free

FIGURE 4. (a) Thin lines: electron injection dynamics for configu-
ration 2(d), excited at different times separated by 200 fs in a
ground-state MD trajectory; thick (blue) line: injected electrons
averaged over the three cases. � is defined in eq 1 and represents
the probability of electron injection. (b) Comparison of electron
injection dynamics for the three molecular configurations consid-
ered in this work: configuration 2(a), red line; configuration 2(b),
green line; and averaged result for configuration 2(d), blue line.

FIGURE 5. Two different configurations of the molecule M1 bonded
to the O vacancy site of TiO2 in (a) intact and (b) dissociated forms.
Notation is the same as that given in Figure 2.
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organic dyes, the fastest component of electron injection is
generally completed within 300 fs. Metal complexes usually
demonstrate multiexponential injection kinetics, generally
assigned to injection from unthermalized singlet excited
states (∼100 fs) and from triplets after internal relaxation
(1 ps and slower); for reasons of relevance to the present
work, only the former types of measurements are included
in Table 1. Some processes occur at a sub-10-fs time scales
for small organic dyes due to strong electronic coupling
between the dye and TiO2 and the small size of the
sensitizer.47,48 Variations in the measured time scales for the
same type of dyes come either from instrumental limitations
in measuring ultrafast processes or from the fact that a
variety of dye binding geometries and surface defects are
present. In actual devices, the presence of ion additives,
different pH, and solvents can largely tune the surface
potential of the semiconductor; consequently injection times
slowed down by orders of magnitude, reaching hundreds of
picoseconds, have been reported10,12 and these numbers are
not listed in Table 1.

A recent study on aminophenyl acid dye sensitizers (NK1,
NK7) reports injection times of about 40 fs and < 300 fs to
TiO2 colloid particles.53 These dyes have a very similar
molecular structure to the model dyes presented here: NK1
differs from M1 by removing the thiophene unit and adding
a (CH)2 group and from M2 by only a thiophene unit. NK7 is
closer to the original dyes to which M1-M3 resemble, in that
the end CH3 groups are replaced by phenyl groups. From
the similarity in molecular structure one would expect that
electron injection dynamics is similar for the two groups of
dyes. Indeed, our TDDFT quantum dynamic simulations
indicate that the injection time for M1-M3 ranges from 140
to 180 fs, consistent with experiment. To quantify the results
of the simulations, we define the calculated injection time
as the time at which the electron density injected on TiO2

first reaches 90% and stays at this level or higher for the
rest of the simulation. On the basis of this criterion, the
injection time for intact M1, M2, and M3 on TiO2 is 141, 162,
and 184 fs, respectively, as listed in Table 1. For comparison,
shorter time scales of 130, 140, and 150 fs are obtained for
dissociated M1-M3 dyes, respectively. Our results explicitly
suggest that in addition to the fast sub-40-fs component, the
time scale at 250 fs in experiment53 should be assigned as
a major injection channel for NK1-NK7 dyes. Overall our
calculated times agree well with experimental values; quan-
titative difference could come from uncertainties in dye
aggregation, molecular structure difference, and nanopar-
ticle geometries, etc. For instance, binding geometries
similar to configuration (b) result in an injection time 2-3
folds longer, closer to experimental values.53 The use of 1D
nanowires instead of nanoparticles in our model may also
facilitate electron injection. In general, our results present
similar time scales as those measured for dyes of similar
size, shown in Table 1.

In reality, bridging O atoms at the TiO2 surface could be
missing, forming surface O vacancies. Experimentally sur-
face O vacancies are found to be present on the anatase TiO2

(101) surface in STM measurements.54 The organic dye can
bind around the O vacancy by inserting the O atom from
-COOH into the position of the vacancy. The binding of the
dye molecule could take either the intact form (Figure 5a)
or the dissociated one (Figure 5b). In either case we find a
much greater binding energy than on a defect-free surface,
2.56 and 2.68 eV for intact and dissociated adsorption,
respectively. Subsurface O vacancies, which are dominant
in low-temperature STM experiments,54 will be the subject
of future studies. With the dye adsorption, the localized
defect state introduced by the O vacancy is moved to higher
energy, 0.1-0.2 eV below the CBM. Since the PBE functional
was shown55 inadequate to describe the localized nature of
the defect state in TiO2, we refrain from further analysis of
this issue, though in our case the problem is less severe since
the O vacancy is partially filled up by the O atom from the
dye. For dye adsorption around the O vacancy (charged 2+
to remove the defect state occupation), the dye LUMO is
located inside the conduction band, being 0.4-1.0 eV higher
than the conduction band minimum.

The injection dynamics around the O-vacancy defect has
the fastest time scale, as shown in Figure 6. Electrons
typically inject into the conduction band within 100 fs in the
intact form, 30-40 fs faster than on the defect-free TiO2

surface. Moreover, in dissociated M1 adsorption, charge
injection is completed within 59 fs, starting from an initial
hybrid state where a significant fraction (0.5 e) of the excited
electron already has been transferred into TiO2 orbitals.
Therefore, in principle the charge injection can be tuned by
changing the parameters during the DSSC fabrication, favor-
ing intact or dissociated form (by changing the pH), or
introducing a higher concentration of surface defects if faster
electron injection is needed. Interestingly the time scale for
electron injection from the dissociated M1 dye to defected
TiO2 surface, about 50 fs, is very close to the fastest injection
time of ∼40 fs in emission decay measurement for NK1
dyes.53 This leads us to suggest that the fast injection time
at 40 fs observed in experiment might be a result of defect
states. This is an interesting possibility and a specific ex-
ample of the insights that our simulations can provide.

FIGURE 6. Electron (solid line) and hole (dashed line) injection from
the intact (blue) and dissociated (red) form of the M1 dye to TiO2

upon adsorption onto the O-vacancy site.
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It is important to note that although the presence of
O-vacancy defects seems to enhance electron injection, the
probability of charge recombination is also increased. As
indicated in Figure 6, a dip in the amount of electron transfer
at ∼170 fs (130 fs) and peaks in hole transfer are observed
for the intact (dissociated) dye adsorption, after the electron
has been fully injected into TiO2. The reason is that the
injected electron can be easily trapped by the local defect
state, which is low in energy and very close to the half-filled
HOMO state, providing an efficient recombination pathway
between the CBM and the dye HOMO via the defect states.
Further details are obtained by the Landau-Zener transi-
tion56 probability between the occupied conduction band
and the empty dye molecular orbitals (see Supporting
Information). This probability increases from zero to >80%
at the times of ∼66 and ∼100 fs. The state mixing is clearly
monitored from the evolution of the energy levels of the
dye-TiO2 interface, where the occupied conduction band
approaches the empty dye LUMO state and the two energies
coincide in the time interval at 60-100 fs. Therefore, the
surface O vacancies could serve as recombination centers
when fast electron dynamics is not required.

In conclusion, we have investigated electron dynamics
at a model dye-semiconductor interface and found that it
is influenced by a number of different parameters, including
dye species, molecular size, binding groups, and surface
defects. Different adsorption configurations of the intact dye
exhibit a similar electron injection time scale ∼150 fs, which
is 30-50 fs slower than dissociative adsorption. The ef-
ficiency of charge injection at an O-vacancy defect is signifi-
cantly improved at the cost of faster recombination, while
dyes with longer molecular chains show a systemically
slower injection rate. Significant variability is present at the
dye-TiO2 interface, in both geometric arrangements and
electronic structure. As a result, electron injection dynamics
is strongly influenced by various factors; more importantly,
the time scale for injection can be tuned by changing these
parameters. For all the cases we studied, electron injection
is very fast, it is completed in less than 200 fs, and is
significantly faster than competing de-excitation channels
such as back transfer and recombination, which occur on
time scales an order of magnitude longer.
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