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Artificial synaptic devices that mimic the functions of biological synapses have drawn enormous interest because of their potential in developing brain-inspired computing. Current studies are focusing on memristive devices in which the change of the conductance state is used to emulate synaptic behaviors. Here, a new type of artificial synaptic devices based on the memristor is demonstrated, which is a fundamental circuit menelement in addition to the memristor, memcapacitor, and meminductor. The state of transtnce (presented by the magnetoelectric voltage) in memtranstors acting as the synaptic weight can be tuned continuously with a large number of nonvolatile levels by engineering the applied voltage pulses. Synaptic behaviors including the long-term potentiation, long-term depression, and spiking-time-dependent plasticity are implemented in memtranstors made of Ni/0.7Pb(Mg1/3Nb2/3)O3-0.3PbTiO3/Ni multiferroic heterostructures. Simulations reveal the capability of pattern learning in a memtranstor network. The work elucidates the promise of memtranstors as artificial synaptic devices with low energy consumption.

The progress in information and communication technology requires computers with both time- and energy-efficient data processing. In conventional computers, the rate at which data can be transferred between the central processing unit and the memory units is becoming inefficient because of their traditional von Neumann architecture, that is, the so-called von Neumann bottleneck, caused by physical separation of the computing units and memories.[1,2] The human brain appears to provide a natural solution for addressing this bottleneck. As is known, human brain contains ≈1010 neurons, each connecting to ≈104 other ones on average through synapses, which number to mimic effectively the brain operation mode, some nontraditional electronic elements will be required to realize the brain-like information storage and computing.

Memristive devices, i.e., devices that can keep track of the past resistance state through which the element has experienced,[8,9] have been widely studied to implement artificial synaptic devices in recent years, because the gradual resistance change of memristive devices driven by external electric signals could be used to reproduce the plasticity of synapses, which is defined as synaptic weight, to represent the strength of the correlation between two neighboring neurons.[10–25] Practical implementations of synaptic functions have been realized in various memristive devices with different physical mechanisms, such as phase change,[10–12] ferroelectric domains,[13,14] magnetoresistance,[15–17] and redox-based resistive switching.[18–26] In addition to the memristive devices, other candidates and new principles toward artificial synaptic devices are worthy of study.

Recently, we have introduced a fundamental circuit menelement based on the magnetoelectric (ME) coupling effects, i.e., magnetic field control of electric polarization and electric field modulation of magnetization,[27] named memtranstor.[28] As shown in Figure 1a, the fundamental circuit elements are defined by the relationships among four basic circuit variables, i.e., voltage (v), current (i), charge (q), and magnetic flux (ϕ). The fourth element defined by the relationship between q and ϕ was assigned to the memristor by Chua,[29] but remained controversial for many years because of the absence of ϕ in the memristors.[30] It has been realized recently that the true fourth
element defined directly from the $q$–$\varphi$ relationship can be realized based on the ME coupling effects, termed the transtor. \cite{28} Corresponding to the four fundamental elements (resistor, capacitor, inductor, and transtor), there are four memelements (memristor, memcapacitor, meminductor, and memtranstor). The memtranstor is characterized by a butterfly-shaped hysteresis of the $q$–$\varphi$ relationship, as shown in Figure 1b. Therefore, the quantity called transtance, $T = dq/d\varphi$, can be switched between positive and negative or high and low states in a nonvolatile mode, similar to the switching behavior of resistance, $R = dv/di$, in a memristor. The value of transtance is practically proportional to the ME voltage coefficient, which can be measured by inputting a low magnetic field $H$ to generate an ME voltage ($V_{\text{ME}}$) via the ME coupling effect, \cite{29} as schematically shown in Figure 1c. Consequently, the states of transtance can be simply represented by the ME voltage $V_{\text{ME}}$ in practical devices.

Compared with the memristor, the highly insulating memtranstor has a lower energy consumption because the Joule heating can be effectively reduced.

To explore the potential of memtranstors as artificial synaptic devices for construction of hardware neural networks, in this work we have systemically investigated the multilevel switching behaviors of $V_{\text{ME}}$ in the memtranstors made of Ni/0.7Pb(Mg$_{1/3}$Nb$_{2/3}$)O$_3$-0.3PbTiO$_3$ (PMN-PT)/Ni multiferroic heterostructures that exhibit large ME effects at room temperature. The results clearly demonstrate the emulation of synaptic plasticity using memtranstors. Moreover, the simulations based on experimental data reveal the capability of pattern learning of a neural network made of memtranstors.

The memtranstor used in this work is a typical multiferroic heterostructure consisting of a ferroelectric layer (PMN-PT) and two magnetic layers (Ni). The ME coupling is mainly caused by the interfacial strain between magnetic and ferroelectric layers.\cite{27} The top and bottom Ni layers act as not only the magnetic components of the memtranstor but also the electrodes. Figure 1d shows the $V_{\text{ME}}$ of the Ni/PMN-PT/Ni memtranstor as a function of in-plane DC magnetic field ($H_{\text{DC}}$) with positive polarization (+P) and negative polarization (−P). Before measuring $V_{\text{ME}}$, the device is prepoled by applying a positive or a negative

---

**Figure 1.** a) The complete relational diagram of fundamental circuit elements, each defined by a direct relationship between two of four basic variables, voltage ($v$), current ($i$), charge ($q$), and magnetic flux ($\varphi$). The diagram consists of four linear elements, namely, resistor ($R$), capacitor ($C$), inductor ($L$), and transtor ($T$), and four nonlinear memelements, namely, memristor ($M_R$), memcapacitor ($M_C$), meminductor ($M_L$), and memtranstor ($M_T$). b) Characteristic behavior of the memtranstor showing a pinched hysteresis loop. The different states of transtance ($T = dq/d\varphi$), or equivalently the ME voltage $V_{\text{ME}}$, are used to store information. c) The structure of the Ni/PMN-PT/Ni memtranstor with in-plane magnetization in the Ni layers and out-of-plane polarization in the PMN-PT layer. An array of memtranstors is placed into a read solenoid that generates a small magnetic field ($H_{\text{AC}}$), and the stored information is read out by detecting the induced $V_{\text{ME}}$. d) $V_{\text{ME}}$ as a function of in-plane DC magnetic field ($H_{\text{DC}}$). The polarization is prepoled either upward (blue curve) or downward (red curve). The maximum of $V_{\text{ME}}$ is located around zero field, which is beneficial for practical applications because no bias magnetic field is required.
electric field of 4 kV cm\(^{-1}\) to set the direction of saturation polarization \(\mathbf{P}\). \(V_{\text{ME}}\) is nearly zero in the high \(H_{\text{DC}}\) region (>2 kOe) because the magnetization saturation of the Ni layers under which the magnetostriction coefficient is almost zero, resulting in the ME effect of the multiferroic heterostructure being null. When \(P\) is set upward (the red curve), \(V_{\text{ME}}\) increases gradually with \(H_{\text{AC}}\) scanning from 4 kOe to zero and reaches a maximum (20 \(\mu\)V) near zero field. With \(H_{\text{DC}}\) scanning from positive to negative, \(V_{\text{ME}}\) decreases quickly and the sign changes from positive to negative. After passing a negative peak value (−12 \(\mu\)V) at −0.4 kOe, \(V_{\text{ME}}\) is reduced gradually to zero again with increasing \(H_{\text{DC}}\) to 2 kOe. In contrast, when \(P\) is set downward (the black curve), the \(H_{\text{DC}}\) dependence of \(V_{\text{ME}}\) is totally opposite, being negative for positive \(H_{\text{DC}}\) and positive for negative \(H_{\text{DC}}\). The sign of \(V_{\text{ME}}\) is found to depend on the relative orientation between magnetization and ferroelectric polarization. The ferroelectric polarization of the Ni/PMN-PT/Ni heterostructures can be gradually tuned by fully or partially reversing ferroelectric domains with electric field (see Figure S2, Supporting Information). Thus, the direction of magnetization remains unchanged, the sign as well as the magnitude of \(V_{\text{ME}}\) can be gradually modulated with pulsed electric fields. The broad hysteresis loop with the maximum value of \(V_{\text{ME}}\) around zero \(H_{\text{DC}}\) promotes practical applications because no DC-bias magnetic field is required for optimizing the performance of the device.

**Figure** 2b shows the evolution of \(V_{\text{ME}}\) by applying trains of voltage pulses (lower panel) with a fixed time width of 10 ms spaced 100 s apart and increasing amplitude. The \(V_{\text{ME}}\) values are detected at the pulse spacing. \(V_{\text{ME}}\) remains almost unchanged until the amplitude of the applied voltage pulse exceeds a threshold value \((E = 1.5 \text{ kV cm}^{-1})\). Subsequently, \(V_{\text{ME}}\) increases rapidly and then reaches a saturation value (13 \(\mu\)V), where \(V_{\text{ME}}\) changes little as higher voltage pulses are applied. Reversing the direction of the pulse voltage, \(V_{\text{ME}}\) begins to decrease as the pulse amplitude exceeds a negative threshold value \((E = −1.5 \text{ kV cm}^{-1})\) and then saturates at a low \(V_{\text{ME}}\) state. We also examined the effect of pulse numbers on the \(V_{\text{ME}}\) switching with the constant amplitude. As shown in Figure 2c, a set of 50 voltage pulses with \(E = ±2.5 \text{ kV cm}^{-1}\) amplitude, 10 ms width, and 1 s between pulses were applied to the device alternatively. The state of \(V_{\text{ME}}\) is read in the space region. With increasing pulse number, \(V_{\text{ME}}\) increases gradually from −8 to 8 \(\mu\)V under the positive pulse stimuli and then decreases to −8 \(\mu\)V under negative pulse stimuli. By both types of voltage pulse stressing, multilevel ME states with different \(V_{\text{ME}}\) values can be obtained. Each ME state shows good stability and can last for a certain period of time (see the insets in Figure 2b and Figure S3 in the Supporting Information). Note that the pulse trains with identical amplitude and the continual switching of \(V_{\text{ME}}\) by varying only pulse numbers, similar to the one used in Figure 2c, are more practical to implement neural network systems in real hardware than the pulse trains with varying amplitudes, like the one used in Figure 2b, because the latter requires the neurons to keep track on the previous activity, which will complicate the design of the peripheral circuits.

The \(V_{\text{ME}}\) switching behavior under electric pulses is analogous to the information transmission characteristics of biological synapses. Figure 2a shows a typical schematic illustration of a biological synapse. A synapse is a conjunction of two neuron cells, named preneuron and postneuron. Under an external stimulus, spikes or action potentials from the preneuron are transmitted through synapse to the postneuron and generate excitatory postsynaptic potentials (EPSP) or inhibitory postsynaptic potentials (IPSP), together with the synaptic weight updates. The information storage and learning of human brains are exactly a consequence of changes in the synaptic weight. Here, the artificial synapse based on memtransistors is achieved by regarding the transistance value as the synaptic weight and the generated increasing/decreasing \(V_{\text{ME}}\) as the EPSP/IPSP. The applied voltage pulses play the roles of the pre and postspikes that act on a memtransistor to modulate the transistance (i.e., synaptic weight), which is assessed by the detection of \(V_{\text{ME}}\) (i.e., EPSP/IPSP). Therefore, the increasing \(V_{\text{ME}}\) (EPSP) and decreasing \(V_{\text{ME}}\) (IPSP), as shown in Figures 2b,c, indicates the potentiation and depression of the synaptic weight, respectively, that is, synaptic plasticity. In biological systems, the synaptic plasticity can be divided into short-term plasticity and long-term plasticity according to the retention time of the synaptic weight, corresponding to the short-term memory and long-term memory of brain, respectively. For the Ni/PMN-PT/Ni memtransistor, the obtained transtance states are quite stable with time. Therefore, the EPSP and IPSP, as shown in Figures 2b,c, can be classed as long-term plasticity, corresponding to the long-term potentiation (LTP) and long-term depression (LTD), respectively.

A well-known theory based on synaptic plasticity is Hebbian learning, which suggests that the synaptic weight is modulated in accordance to neural activities in preneuron and postneuron cells. In this form, one of the most important learning rule is spiking-time-dependent plasticity (STDP). STDP establishes the synaptic weight adjustment according to the timing of the fired spikes by connected neurons. According to this rule, the synapse potentiates (EPSP or increase of \(V_{\text{ME}}\)) if presynaptic spikes precede postsynaptic spikes repeatedly, and the synapse depresses (IPSP or decrease of \(V_{\text{ME}}\)) if postsynaptic spike precedes presynaptic spike repeatedly. The precise pre and postspike timing window controls the sign and magnitude of synaptic weight modulation.

Based on the plasticity behaviors of the Ni/PMN-PT/Ni memtransistors as a function of pulse amplitude and repetition, STDP is emulated by engineering the pre and postspike superimpositions. As shown in the lower panel of **Figure** 3a, the prespike is shaped as a pulse train, consisting of the depression (negative voltage) pulses (width = 10 ms) with amplitude increasing from \(V_{\text{pre}} = −1\) to −25 V and potentiation (positive voltage) pulses with amplitude decreasing from 25 to 1 V. The time spacing between two pulses is kept constant (10 ms). The postspike consists of two rectangular pulses (width = 10 ms) with amplitude of \(V_{\text{post}} = 25\) and −25 V. The superimposition between the prespike and the postspike \((V_{\text{pre}} − V_{\text{post}})\) defines the net programming voltage applied on the synapse at each point of time. For example, if a prespike is 20 ms before the postspike \((\Delta t = 20\) ms\), then the positive part of the postspike will overlap with the second potentiation pulse. The overall potential on the synapse will be above the potentiation threshold \((V_{\text{th1}})\), resulting in an increase in synaptic weight. However, if the postspike is 20 ms before the prespike \((\Delta t = −20\) ms\), the negative
part of the postspike will overlap with the second depression pulse. The overall potential on the synapse will be above the depression threshold \( V_{th2} \), resulting in a decrease in synaptic weight. The change ratio of the synaptic weight can be tuned by changing the action numbers of the identical pre/postspike pairs for each \( \Delta t \). By repeating the pulse scheme with different \( \Delta t \) in the range from −90 to 90 ms, the overall STDP curves are obtained, as shown in the top panel of Figure 3a. The obtained STDP characteristics can be well fitted with exponential decay functions and conform to the well-known biological synaptic system.\[40\]

In a real biological system, the STDP model should consider the exact value of \( \Delta t \) because an enhanced change in the synaptic weight occurs as \( \Delta t \) is decreased. In the memtransistor-based synapses, the \( V_{ME} \) change can be only dependent on the present \( V_{ME} \) value and the applied pulse numbers according to the experimental data in Figure 2c. Thus, the pulse train with increasing (or decreasing) amplitude is unnecessary for
By using two simplified pulse trains consisting of two rectangular pulses with different width (60 and 10 ms, respectively) and opposite direction, we create a simplified STDP scheme, as shown in Figure 3b. Due to the constant pulse amplitudes of the pre and postspikes, the simplified STDP showed constant potentiation and depression values, that are only determined by the spike numbers, in the region of $0 < |\Delta t| < 50$ ms for $\Delta t > 0$ and $\Delta t < 0$, respectively. In this case, the timing correlation between the pre and postspikes is converted into the spike numbers applied to the synapses. Compared with the complex pulse trains shown in Figure 3a that generate the biological STDP effect, this simplified STDP learning, which is easily implemented with memtransistors, should be more convenient for design of peripheral driving circuitry.

The simplified STDP scheme is employed to simulate the learning ability of an array of memtransistors for a predefined pattern with $4 \times 4$ pixels. The spiking neuron network is modeled by connecting 16 preneurons with one postneuron in parallel through synapses and each preneuron corresponds to one pixel in the pattern, as shown in Figure 4a. The $4 \times 4$ preneuron layer acts as a retina, emitting spikes in correspondence of a visual pattern. In practice, sensors will sense the pattern and then convert the sensed information into the presynaptic spikes with timings.

A stochastic learning approach is adopted,[41] where preneurons are activated alternatively by the predefined pattern and noise at each epoch. Pattern and noise are presented with probability 50% each. The noise consists of two pixels that are randomly distributed. As shown in Figure 4b, we assume that the preneurons corresponding to the pattern pixels will be activated to fire a prespike, labeled as pattern prespike. After a specific delay $\Delta t (<50$ ms), the postneuron fires a postspike to all the preneurons. Because of $\Delta t < 50$ ms, the postspike will superimpose with the first part of the prespike to form LTP, which will potentiate the weight of synapses corresponding to the pattern pixels but have no effect on the others. The ending of the pattern prespike will immediately activate the preneurons corresponding to the noise pixels to fire a prespike, labeled as noise prespike. The noise-spike will superimpose with the second part of the last postspike to form LTD, which will depress the weight of synapses corresponding to the noise pixels. The above two prespike procedures and one postspike procedure are called one epoch. The synaptic weights are set randomly at the beginning. The neural network is first learned with pattern 1 in Figure 4a to test the learning of a static image, and then patterns 2 and 3 are submitted to demonstrate dynamic learning. The detailed processes of the simulation are described in Figures S1 and S2 and the Supplementary Note in the Supporting Information.
Figure 4c shows the simulation results. During the first 300 epochs of learning with pattern 1, the mapping of the synaptic weight shows clearly the same configuration as that of pattern 1, indicating that all the pattern synapses show high $V_{\text{ME}}$, whereas the background synapses show low $V_{\text{ME}}$. As the submitted pattern is changed from pattern 1 to pattern 2, the learning of pattern 2 is successful after the second 300 epochs. These findings demonstrate dynamic learning of synaptic weights to the presented pattern in real time by the memtransistor network. Similarly, pattern 3 is learnt during the third phase of 300 epochs. The learning performance can be quantitatively evaluated from the accuracy, which is defined as

\[
\text{Accuracy} = \left[1 - \frac{\sum_{i=1}^{n} (V_{t}(i) - V_{l}(i))^2}{n}\right] \times 100\%
\]  

where $V_{t}(i)$ and $V_{l}(i)$ are the target and learned $V_{\text{ME}}$, respectively, at the $i$th synapse in a system with a total of $n$ synapses, and $V_{\text{ME}}$ is normalized to the total plasticity from 0 to 1.

As shown in Figure 4d, the saturation value of the accuracy achieved reaches 91.3% on average (see Figure S3, Supporting Information). In addition, with increasing the pixel numbers to 6 in the noise pattern, the learning accuracy just decreases to 86.9%, indicating a robustness of the memtransistor network against uncontrolled input variability. Note that the noises play a role of background depression in the learning process. Thus, if no noise input, the learning function cannot be realized (see Figure S6, Supporting Information).

The physical process underlying the multilevel transtance (i.e., $V_{\text{ME}}$) switching in the memtransistors can be ascribed to the evolution of the ferroelectric domain configuration in the PMN-PT single crystal. Boynt et al. have systematically studied the ferroelectric domain dynamics and provided a well-established nucleation-limited model to describe the gradual polarization switching in ferroelectric tunnel junctions.\[14\] In essence, this model can also be used to understand the synaptic behaviors in the memtransistors. Distinct from the ferroelectric tunnel junctions, in which the resistance value is regarded as the synaptic weight that is evaluated by monitoring the excitatory postsynaptic
current (EPSC), the synaptic weight of memtrantor-based synapses is represented by the EPSP because voltage signals are directly generated during the reading process. In biology, the EPSP is closer to the real characteristics of nerve cells, such as the membrane potential of the soma than the EPSC.[43]

To assess the energy consumption of the memtrantor network, we have calculated the energy for both weight reading and weight change per synapse during the memtrantor working cycle. Because PMN-PT is a good insulator and the leakage current is negligible, the most significant contribution to energy consumption of weight change is the ferroelectric polarization inversion by electric field. The energy density $J_m$ for ferroelectric polarization inversion can be roughly estimated from $J_m = 2P_aE_a$, where $P_a$ is the maximum intensity of polarization, and $E_a$ is the applied electric field. According to the saturated polarization ($\approx 40 \mu$C cm$^{-2}$) of PMN-PT and the electric field (2.75 kV cm$^{-1}$) we used in this study, the energy density for weight change per synapse is calculated to be 0.22 J cm$^{-3}$. Thus, we project an energy cost of 0.22 pJ for the weight change of a 1 µm x 1 µm x 1 µm memtrantor, which is several orders of magnitude lower than that of the synapses based on conventional CMOS circuit ($\approx 900$ pJ per stimulation).[7] Regarding the weight reading, although the operation mode of the memtrantor is similar to traditional ferroelectric random access memory, the polarization change and rewriting process are not required during the $V_{ME}$ reading, that is, the readout is nondestructive. Therefore, the main energy consumption is contributed by the read solenoid, which generates $H_{ac}$ for the $V_{ME}$ detection. The energy density $J_m$ of the read solenoid can be estimated by $J_m = B/2 \mu$, where $B$ is the required magnetic field and $\mu$ is vacuum permeability. Thus, the magnetic field (2 Oe) we used for $V_{ME}$ reading in this study amounts to 2 J cm$^{-3}$. Note that, for the memtrantor devices with high density arrays, it will be difficult to apply a magnetic field to each memtrantor unit. A feasible approach is to share one magnetic field. Although this approach will enlarge the volume of the magnetic field, that is, the energy consumption, the average energy consumption per memtrantor unit, depending on the storage density of the devices, could be reduced.

In conclusion, we implemented synaptic plasticity in the memtrantor devices made of Ni/PMN-PT/Ni multiferroic heterostructures that enable the nonvolatile continuous change of the ME coupling voltage. As a proof-of-concept, we demonstrated that by engineering the applied electric pulse which serves as the action potentials, the memtrantor, which is presented by ME coupling voltage and serves as synaptic weight, can perform the LTP, LTD, and STDP of biological synapses. The learning ability of the memtrantor network was demonstrated through a stochastic pattern learning. Combining the advantages of low-power consumption of weight change and nondestructive weight readout, such memtrantor devices have the potential to realize energy-efficient neural networks for building neuromorphic computing systems.

**Experimental Section**

*Fabrication of the Devices*: The memtrantor devices were prepared by depositing Ni on both sides of PMN-PT (110) single crystals by magnetic sputtering to form Ni/PMN-PT/Ni heterostructures, as illustrated in Figure 1b. The size of PMN-PT single crystal is 5 x 2 mm. The thicknesses of PMN-PT (110) single crystal and the Ni films are 0.2 mm and 1 µm, respectively. The ME coupling is mainly caused by the interfacial strain between the magnetic and ferroelectric layers. The top and bottom Ni layers act as not only the magnetic components of the memtrantor but also the electrodes for the output of $V_{ME}$.

**Measurements of the ME Voltage**: A conventional dynamic technique was employed to measure the $V_{ME}$ (see Figure S1, Supporting Information). A small AC magnetic field $H_{ac}$ at a frequency of 10 kHz, generated by an AC source (Keithley 6221) to a solenoid, in the presence of a simultaneous DC bias magnetic field, was applied in plane to the devices. In response, the change in the electric signal ($V_{ac} = V_i + iV$) across the sample resulting from the applied $H_{ac}$ was recorded using a lock-in amplifier (Stanford Research SR830) synchronized with the AC current source. To switch or prepoole the electric polarization of PMN-PT (110), a sourcemeter (Keithley 6517B) was used to apply voltage pulse across the electrodes. The sample was plugged into an Oxford TeslatronPT superconducting magnet system, which supplies the DC magnetic field. All the measurements were performed at room temperature. To realize automatic measurements, a switcher (Keithley 7001) is used to control the pulse application and the $V_{ME}$ reading operations in a program sequence.
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