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We study the quantum spin dynamics of a frustrated XXZ model on a pyrochlore lattice by using large-
scale quantum Monte Carlo simulation and stochastic analytic continuation. In the low-temperature
quantum spin ice regime, we observe signatures of coherent photon and spinon excitations in the dynamic
spin structure factor. As the temperature rises to the classical spin ice regime, the photon disappears from
the dynamic spin structure factor, whereas the dynamics of the spinon remain coherent in a broad
temperature window. Our results provide experimentally relevant, quantitative information for the ongoing
pursuit of quantum spin ice materials.
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Introduction.—A prominent feature of quantum spin
liquids (QSLs) is their ability of supporting topological
excitations, i.e., elementary excitations whose physical
properties are fundamentally different from those of the
constituent spins [1,2]. Detecting topological excitations in
dynamic probes, such as inelastic neutron scattering, nuclear
magnetic resonance, resonant inelastic x-ray scattering, and
Raman scattering probes, provides an unambiguous exper-
imental identification for QSLs [3–16]. Understanding the
dynamics of topological excitations is therefore essential for
interpreting experiments on QSL. While the dynamics of
one-dimensionalQSLs arewell understood, thanks to awide
variety of available analytical and numerical tools [17],
much less is known in higher dimensions. On the one hand,
mean field approximations, although offering a crucial
qualitative understanding of the topological excitations,
are often uncontrolled for realistic spin models [18–20].
On the other hand, exactly solvable spin models are few and
far between [21–23]. Unbiased numerical approach such as
quantum Monte Carlo (QMC) calculations stands out as a
method of choice, as it can provide unique insight into the
dynamics of QSLs in higher dimensions.
In this Letter, we study the dynamics of quantum spin ice

(QSI), a paradigmatic example of three dimensional QSL
[24–30]. In QSI, S ¼ 1=2 spins form a pyrochlore lattice,
a network of corner-sharing network of tetrahedra
[Fig. 1(a1)]. The dominant Ising exchange interaction in
the global spin ẑ axis energetically favors a large family of
spin configurations collectively known as the ice manifold,

(a)
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FIG. 1. (a) XXZ model on pyrochlore lattice. Gray box shows a
cubic unit cell along with the orientation of the cubic axes a, b, c.
Small red and blue spheres denote Sz ¼ 1=2 and −1=2 states
respectively. Starting from a spin configuration in the ice manifold
(a1), one may flip a spin and create a pair of spinons with charges
Q ¼ 1 (gold sphere) and Q ¼ −1 (light green sphere) residing on
neighboring tetrahedra (a2). The spinons may propagate in the
lattice by flipping a string of spins (red solid line) (a3). (b) Thermal
entropy S (orange open circles, right vertical axis) and specific heat
C (red open squares, left vertical axis) as a function of temperature
T. The regions corresponding to the trivial paramagnetic regime,
the classical spin ice regime, and the quantum spin ice regime are
shaded in red, green, and blue, respectively. Bright yellow arrows
mark the temperatures at which we carry out QMC study.
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where every tetrahedron of the pyrochlore lattice obeys the
ice rule: Qα ≡ ηα

P
i∈αS

z
i ¼ 0 [Fig. 1(a1)]. Here, S

z
i is the ẑ

component of the spin on lattice site i, and the summation is
over a tetrahedron α. ηα ¼ −1ð1Þ if α is an up (down)
tetrahedron. The other subdominant exchange interactions
[25] induce quantum tunneling in the ice manifold, result-
ing in a liquidlike ground state that preserves all sym-
metries of the system. Viewing Szi as the electric field and
the ice rule as Gauss’s law in electrostatics [31], the spin
liquid ground state is analogous to the vacuum state of the
quantum electrodynamics (QED) [25].
Three types of topological excitations can emerge from

the QSI ground state [25]: The photon, analogous to the
electromagnetic wave, is a gapless, wavelike disturbance
within the ice manifold. The spinon is a gapped point defect
that violates the ice rule within a tetrahedron [Fig. 1(a2)].
In the QED language, spinons are sources of the electric
field; the charge carried by a spinon is taken to beQα on the
tetrahedron occupied by it. The monopole, also a gapped
point defect, is the source of the gauge magnetic field,
whose presence is detected by the Aharonov-Bohm phase
of the spinon. (The monopole is also referred to as vison in
some literature [30].)
The abundant theoretical predictions [25,29,32–35] on

the QSI topological excitations naturally call for numerical
scrutiny. Yet, their dynamical properties so far have only
been indirectly inferred from the numerical analysis of the
ground state or toy models [36–40]. Here, we directly
address the dynamics problem by unbiased QMC simu-
lation of a QSI model.
Model.—We study the XXZ model on a pyrochlore

lattice [25],

H ¼
X

hi;ji
− J�ðSþi S−j þ H:c:Þ þ JzS

z
iS

z
j: ð1Þ

Here, Sx;y;zi are the Cartesian components of S ¼ 1=2 spin
operator on site i, and the summation is over all nearest-
neighbor pairs. Jz; J� > 0 are spin exchange constants.
To set the stage, we briefly review the thermodynamic

phase diagram of the model in Eq. (1), which has been well
established by QMC calculations [41–44]. At zero temper-
ature, a critical point on the J�=Jz axis at J�;c=Jz ¼
0.052ð2Þ [43] separates the XY ferromagnet state
(J� > J�;c) and the QSI ground state (J� < J�;c). On the
QSI side, with fixed J�=Jz, three regimes exist on the
temperature axis. At high temperature kBT ≫ Jz, the system
is in the trivial paramagnetic regime with entropy
S ≈ NkB ln 2, N being the number of spins. When kBT
decreases to OðJzÞ, the system crosses over to a classical
spin ice (CSI) regime where it thermally fluctuates within
the ice manifold [24]. Since the number of the spin
configurations in the ice manifold is exponentially large
inN, the entropy is still extensive: S ≈ NkB lnð3=2Þ=2 [45].
As T further decreases, the system approaches the QSI

regime through a second crossover with limT→0S ¼ 0.
Figure 1(b) shows the entropy S and specific heat C as a
function of T for the typical model parameter
J�=Jz ¼ 0.046. The trivial paramagnetic and the CSI
regimes manifest themselves as plateaux in the entropy,
whereas the two crossovers appear as two broad peaks in the
specific heat respectively located at kBT=Jz ≈ 1 and 10−3.
In the ensuing discussion, we set J�=Jz ¼ 0.046

throughout and choose three representative temperatures
[Fig. 1(b)]: kBT1 ¼ 0.001Jz (QSI regime), kBT2 ¼ 0.04Jz
(CSI regime), and kBT3 ¼ 0.1Jz (close to the trivial para-
magnetic regime) to perform the QMC simulation and
reveal the dynamics of topological excitations therein.
Method.—We numerically solve the model in Eq. (1)

by using the worm-type, continuous-time QMC algorithm
[43,46,47]. As the Hamiltonian H possesses a global Uð1Þ
symmetry, the total magnetizationMz commutes withH. We
perform simulation in the grand canonical ensemble where
Mz can fluctuate [46,48]. We use a lattice of 8 × 8 × 8
primitive unit cells with periodic boundary condition.
We characterize the dynamics of topological excitations

by dynamic spin structure factors (DSSF),

Sþ−
αβ ðq; τÞ ¼ hSþ−q;αðτÞS−q;βð0Þi; ð2aÞ

Szzαβðq; τÞ ¼ hSz−q;αðτÞSzq;βð0Þi: ð2bÞ

Here, the imaginary time τ is related to the real
(physical) time t by τ ¼ it, and α, β ¼ 1, 2, 3, 4 label
the face-center-cubic (fcc) sublattices of the pyrochlore
lattice. h� � �i stands for the QMC ensemble average. S�q;α ¼ffiffiffiffiffiffiffiffiffi
4=N

p P
i∈αe

−iq·riS�i , where the summation is over the fcc
sublattice α and ri is the spatial position of the site i. Szq;α is
defined in the same vein.
From the imaginary-time data, we construct the real-

frequency spectra Sþ−
αβ ðq;ωÞ and Szzαβðq;ωÞ, which are

directly related to various experimental probes. They
should contain signatures of spinons and photons since
the spinons are created or annihilated under the action of
S�i operators [Fig. 1(a)], and the photons manifest them-
selves in the correlations of Szi operators [25,36]. The
creation or annihilation processes of monopoles, however,
are not readily related to the local action of the spin
operators of the XXZ model [25]. We therefore expect that
the signatures of monopoles in DSSF are too weak to allow
for direct, unambiguous observation. The spectra are
constructed by performing the state-of-art stochastic ana-
lytic continuation (SAC) [49–55]. In SAC, we propose
candidate real-frequency spectra from the Monte Carlo
process and fit them to the imaginary time data. Each
candidate is accepted or rejected according to a Metropolis-
type algorithm, where the goodness-of-fit χ2 plays the role
of energy. The final spectrum is the ensemble average of all
candidates. A detailed account of SAC and its applications
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in other quantum magnetic systems can be found in recent
Refs. [52,53,55–58] and Sec. SII of the Supplemental
Material (SM) [59]. In what follows, we only present
the trace of the DSSF matrix for simplicity: Szzðq;ωÞ ¼P

αS
zz
ααðq;ωÞ and Sþ−ðq;ωÞ ¼ P

αS
zz
ααðq;ωÞ.

Dynamics in QSI regime.—We first consider the quan-
tum spin dynamics at T1, which is close to the QSI
ground state.
The photon in QSI is analogous to the electromagnetic

wave. Since Szi is akin to the electric field, the QSI photon
is visible in the dynamic spin structure Szzðq;ωÞ [36].
Figures 2(a),(b) show QMC-SAC results for Szzðq;ωÞ. The
photon appears as a single branch of gapless excitation
whose excitation energy ωq [Figs. 2(a), (b), white dots]
vanishes as q approaches the Brillouin Zone (BZ) center.
The overall dispersion relation qualitatively agrees with the
prediction from a simple Gaussian QEDmodel (Sec. SIVof
SM). Crucially, the spectral function at q ¼ 0 has a sharp
peak located at zero excitation energy, reflecting the charge
conservation law present in our system. This is in contrast
with a Goldstone mode, which would possess a small
energy gap in a finite-size system. Although the system size
is not large enough to unambiguously resolve the linear
dispersion at small q from the DSSF, previous QMC works
have detected the photon linear dispersion from the T3

scaling law of the specific heat [43,44]. The photon
bandwidth Wγ ≈ 5 × 10−3Jz, consistent with the small

energy scale of the quantum tunneling within the ice
manifold 12J3�=Jz ¼ 1.17 × 10−3Jz [25].
The underlying gauge theory structure also manifests

itself in the spectral weight of the photon. In contrast with a
gapless spin wave, whose energy-integrated spectral weight
would increase as the excitation energy ωq → 0, the photon
spectral weight [Figs. 2(a), (b), pink open circles] decreases
as ωq → 0. This unusual behavior is linked to the fact that
the electric field (Sz) is the canonical momentum of the
gauge field [36]. Furthermore, the ice rule dictates that
the photon polarization is transverse to the momentum.
Here, we find that the spectral weight of the transverse
component of the DSSF is at least 10 times larger than
the longitudinal component. The residual longitudinal
component is attributed to the virtual spinon pairs, which
temporarily violate the ice rule.
Even though qualitatively agreeing with the predictions

from Gaussian QED theory, the QMC-SAC spectra reveal
significant photon decay that is not captured by such a
simple model. The half width at half maximum at the zone
boundary is approximately 3 × 10−3Jz, which is compa-
rable to Wγ . The large decay rate indicates the strong
photon self-energy at temperature T1.
Having numerically observed photon in the dynamic

spin structure factor Szzðq;ωÞ, we now turn to spinons.
Spinons are visible in Sþ−ðq;ωÞ, which essentially mea-
sures the probability for producing a pair of spinons with

FIG. 2. Left panel: (a),(b) Dynamic spin structure factor Szzðq;ωÞ≡P
αS

zz
ααðq;ωÞ obtained from QMC-SAC at temperature T1 along

high symmetry cubic directions (010) and (111). The photon appears as a gapless branch of excitation with dispersion starting from
Brillouin Zone center. White dots mark the position of spectral peaks. Pink open circles show the integrated spectral weight at each
momentum point with maximal spectral weight rescaled to 1. (a’),(b’) Photon spectra calculated from a Gaussian QED model. Right
panel: (c),(d) Dynamic spin structure factor Sþ−ðq;ωÞ≡P

αS
þ−
αα ðq;ωÞ obtained from QMC-SAC at T1. The spectra show a dispersive

continuum of two-spinon excitations. (c’),(d’) The results from a tight-binding model calculation, where the spinons are modeled as free
particles. The calculated spectra are then broadened with a Lorentzian to mimic interaction effects. The spinon continuum boundaries
calculated from the tight-binding model are marked as white dots in both QMC-SAC spectra (c),(d) and the theoretical spectra (c’),(d’).
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total momentum q and energy ω [Fig. 1(a)]. The operator
S−i creates from vacuum a charge Q ¼ 1 spinon in an up
tetrahedron and a Q ¼ −1 spinon in the neighboring down
tetrahedron. The action of the XX term in Eq. (1) hops the
spinons to their respective next nearest neighbor tetrahedra
as the term flips two spins at each step. Thus, the Q ¼
1ð−1Þ spinon propagates in the fcc lattice formed by the
center of up (down) tetrahedra.
Figures 2(c), (d) show the dynamic spin structure factors

obtained by QMC-SAC. The spinon pair appear as a broad
continuum in the spectra, mirroring the fact that the total
energy ω is not a definite function of q as there is no
unique way of assigning q to individual spinons. We
find a qualitative agreement between the numerically
observed Sþ−ðq;ωÞ and a tight-binding model calculation
[Figs. 2(c’),(d’)], where we assume both spinons are free
particles (see Sec. SIII of SM for details). Fitting the
tight-binding model to the QMC-SAC spectra yields a
renormalized spinon hopping amplitude t ≈ 0.031Jz, which
is smaller than the bare value J� ¼ 0.046Jz estimated from
perturbation theory. The bright features in the spectra are
attributed to the van Hove singularity in the two-spinon
density of states [62]. Our results thus suggest the spinon
behaves as a coherent quasiparticle with renormalized
hopping amplitude [37–39]. However, the quantitative
difference between the QMC-SAC spectra and the tight-
binding model underlines the intricate interaction between
the spinon and the spin background that is beyond the
simple tight-binding picture [37,39].

Dynamics in CSI regime.—We now study the dynamics
of photons and spinons at higher temperature T. Our results
in the QSI regime identify two energy scales: the photon
bandwidth Wγ ≈ 5 × 10−3Jz, and the bandwidth of the
two-spinon continuum Wψ ≈ Jz. We expect the photon to
disappear at kBT > Wγ . Indeed, at kBT2 ¼ 0.04Jz, we
observe a diffusive spectra in Szzðq;ωÞ, whose spectral
peaks are positioned at zero frequency [Figs. 3(a), (b)]. This
indicates the fluctuations within the ice manifold has
become thermal.
However, as kBT2 ≪ Wγ, the spinon dynamics remains

coherent despite the system is in the CSI regime. This is
clearly seen in Sþ−ðq;ωÞ, which exhibits a dispersive
spinon continuum [Figs. 3(c), (d)]. Comparing to the
spectra at T1, the continuum is narrow in bandwidth and
flat in dispersion. Both features suggest spinon hopping
processes are less coherent at higher temperature. The
smaller spectral weight of Sþ−ðq;ωÞ also indicates overall
weaker quantum fluctuations.
As the temperature further increases to kBT3 ¼ 0.1Jz,

the thermally populated spinons form a dilute gas [63]. The
spinons now lose their quantum character and instead
behave as random walkers [64,65]. This is reflected in
Sþ−ðq;ωÞ by an almost dispersionless continuum with
spectral peaks pinned at the classical spinon pair creation
energy ω ¼ Jz [Figs. 3(c’),(d’)]. Meanwhile, Szzðq;ωÞ
[Figs. 3(a’),(b’)] is even more diffusive comparing to T2.
The peak width at T3 is about 10 times broader than that at

FIG. 3. Left panel: Dynamic spin structure factor Szzðq;ωÞ obtained from QMC-SAC at temperature T2 (a),(b) and T3 (a’),(b’). White
dots mark the position of spectral peaks. Both T2 and T3 are inside the classical spin ice regime. The photon disappears, and the spectra
are diffusive. The peak positions in (a’),(b’) are slightly above the horizontal (ω ¼ 0) axis. This is likely an artifact due to the
uncertainties in the SAC method. Note the ω axis scale of (a’),(b’) is different from (a),(b). Right panel: Dynamic spin structure factor
Sþ−ðq;ωÞ obtained from QMC-SAC at temperature T2 (c),(d) and T3 (c’),(d’). Comparing to the spectra at T1, the spinon continuum is
still present but with narrower and flatter dispersion at T2. At T3, the continuum becomes dispersionless.
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T2, and the spectral intensity drops by a factor of 10 to
preserve the sum rule.
Discussion.—We therefore identify three temperature

windows with distinct dynamics for the topological exci-
tation. At a very low temperature T, we numerically
observe both coherent gauge photons and fractionalized
spinons in the DSSF. As T increases above the photon
bandwidth, the dynamics of the spinon remain coherent,
despite that the system is in the CSI regime. As T further
increases, both spinons and photons cease to exist as
quantum excitations.
In the QSI window, while our results show a qualitative

agreement with the field theory, they suggest significant
interaction effects in the dynamics of photons and spinons
that are not captured by free field theory. In the intermediate
temperature window, our results point to the interesting
possibility of observing quantum spinons at a more
experimentally accessible temperature, which is worth
further theoretical and numerical exploration.
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