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We develop a general theory of electric polarization in crystals with inhomogeneous order. We show

that the inhomogeneity-induced polarization can be classified into two parts: a perturbative contribution

stemming from a correction to the basis functions and a topological contribution described in terms of the

Chern-Simons form of the Berry gauge fields. The latter is determined up to an uncertainty quantum,

which is the second Chern number in appropriate units. Our theory provides an exhaustive link between

microscopic models and the macroscopic polarization.
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In the study of dielectric and ferroelectric materials, it
often happens that the system is in an inhomogeneous
state, with the electric polarization strongly depending on
the inhomogeneity. Classic examples include ferroelectric
domain walls with induced polarization charge density [1]
and flexoelectric polarization produced by a strain gradient
[2,3]. Recently, another example of this type of problem
has been found in a novel class of multiferroics, where the
magnetic order varies in space and induces a spontaneous
polarization [4]. A central quantity in the description of
these phenomena is the inhomogeneity-induced polariza-
tion. However, despite its broad applications, the theory of
polarization in inhomogeneous crystals remains primarily
based on phenomenology [5].

Theoretically, it has been recognized that in an extended
system only the change in polarization has physical mean-
ing, and it can be quantified by using the Berry phase of the
electronic wave functions [6–8]. For periodic insulators,
the Berry-phase formula is conveniently expressed in terms
of the Bloch orbitals, allowing one to compute the polar-
ization from first principles. However, in inhomogeneous
crystals the translational symmetry is broken, rendering
previous methods based on Bloch’s theorem inapplicable.
To circumvent this, a supercell approach has been applied
in numerical calculations [9]. But this approach has two
shortcomings: If the inhomogeneity is incommensurate
with the lattice, an enormous supercell is required to render
an accurate result; furthermore, by its nature this approach
is blind to the spatial variation within the supercell, making
it difficult to investigate the role of inhomogeneity in the
appearance of the polarization.

In this Letter, we present a general theory of electric
polarization in inhomogeneous crystals that is exact up to
first order in the spatial gradient. Our theory is based on the
elementary relation between the change in polarization and
the adiabatic current [7,8]. The latter can be evaluated
using the semiclassical formalism of Bloch electron dy-
namics [10], a powerful framework for investigating the

influence of slowly varying perturbations. We find that the
inhomogeneity-induced polarization has two different ori-
gins: One results from a perturbative correction to the basis
functions and is a direct generalization of previous work on
insulators in finite electric fields [11,12]; the other is
topological and is given in terms of the Chern-Simons
form of the Berry gauge fields derived from the Bloch
functions. Because of its topological nature, this contribu-
tion can be determined only up to an uncertainty quantum,
which we identify as the second Chern number in appro-
priate units [13]. Our theory provides an exhaustive link
between microscopic models and the macroscopic polar-
ization, and it allows for a straightforward implementation
in first-principles codes.
Let us consider an insulating crystal with an order

parameter that varies slowly in space. We assume that, at
least at the mean-field level, the system can be described as
a perfect crystal under the influence of an external field
hðrÞ. Under this assumption, the Hamiltonian can be writ-
ten as H ½hðrÞ�, with H ðh ¼ 0Þ describing the unper-
turbed periodic crystal. If, for example, the order
parameter is the magnetization, then hðrÞ can be chosen
as the exchange field that yields the corresponding spin
configuration sðrÞ. Since we are interested in the
inhomogeneity-induced polarization, we choose the initial
state with a uniform h ¼ h0 and the final state with hðrÞ
being fully turned on [14]. Our goal is to calculate the
polarization difference between these two states.
As a first step, we make a local approximation, in which

the system is described by a class of local Hamiltonians

H c½hðrcÞ� which assume a constant value of the external

field hðrcÞ at each position rc. Since H c½hðrcÞ� maintains

the periodicity of the unperturbed crystal, its eigenstates

still have the Bloch form: jc nðk; rcÞi ¼ eik�rjunðk; rcÞi.
Inserting junðk; rcÞi into the King-Smith and Vanderbilt
formula [6] for periodic insulators, we obtain the zeroth-
order contribution to the polarization:
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P KS-V ¼ �e
X

n

Z

BZ

dk

ð2�Þd hunkjirkjunkij10; (1)

where the sum is over occupied bands and 0 and 1 label the
initial and final states, respectively. If the crystal structure
is centrosymmetric and the uniform h does not break the
inversion symmetry, then PKS-V vanishes.

Next we look for first-order contributions. A natural step
is to expand the Hamiltonian around rc:

H ¼ H c þ ðrr
�h�Þðr� � rc;�Þŝ�; (2)

whererr
� � @=@r� and ŝ� � @H =@h�. (Summation over

repeated indices is implied throughout our derivation.)
Obviously, the gradient term in the Hamiltonian (2) will
introduce a correction to the basis functions, i.e., j~unki ¼
junki þ j�unki, where j~unki is the modified basis and
j�unki is proportional to the gradient. If one assumes that
the polarization is still given by Eq. (1) but with junki
replaced by j~unki, then a first-order contribution can be
obtained as

�PKS-V ¼ 2e
X

n

Z

BZ

dk

ð2�Þd Imh�unkjrkjunkij10: (3)

The explicit form of j�unki can be derived using linear-
response theory by taking the long wavelength limit [7,15].
In the special case of an applied electric field, the above
formula reduces to the one obtained in Ref. [11].

However, the above derivation misses an important con-
tribution due to the inhomogeneity-induced electron dy-
namics. As was emphasized in previous work [6–8], the
proper calculation of the polarization relies on the elemen-
tary relation between the polarization and the adiabatic
current [16], i.e.,

P ¼
Z T

0
dtjðr; tÞ; (4)

where jðr; tÞ is the bulk current density as the system
adiabatically evolves from the initial state (t ¼ 0) to the
final state (t ¼ T). This process can be described by a
smooth transformation of the Hamiltonian H ½hðr;�Þ�,
parametrized by a scalar �. Following convention, we set
�ð0Þ ¼ 0 and �ðTÞ ¼ 1. As we shall show below, the
specific form of hð�Þ is not important as long as the system
remains an insulator during the process.

In order to find the current density jðr; tÞ, we adopt the
formalism of wave packet dynamics of Bloch electrons
[10]. In the following derivation, we shall consider only the
case of nondegenerate bands and hence omit the band
index n. It has been shown that the wave packet center
satisfies the following equations of motion [10,17]:

_r� ¼ rk
�"��kr

�� _r� ��kk
��

_k� � _��k�
� ; (5a)

_k� ¼ �rr
�"þ�rr

�� _r� þ�rk
��

_k� þ _��r�
� ; (5b)

where " is the electron energy. Here � is the Berry
curvature obtained from the gauge field A derived from

j~uðk; r;�Þi. For example,

A k
� ¼ h~ujirk

�j~ui; Ar
� ¼ h~ujirr

�j~ui; (6)

�kr
�� ¼ rk

�Ar
� �rr

�A
k
�: (7)

The Berry curvatures are antisymmetric tensors (�kr
�� ¼

��rk
��).

The appearance of the modified basis j~uki in the equa-
tions of motion (5) via the Berry curvature is undesirable
and, in fact, is unnecessary in most terms. Recall that we
are aiming at a first-order calculation in the spatial gra-
dient. A quick look of Eq. (5) reveals that there are two
zeroth-order terms: rk

�" and _��k�
� ; the rest are at least

first-order in the gradient. The term rk
�" has no effect on

our final result. Therefore only �k�
� needs to be evaluated

using j~uki; for other Berry curvatures, it is sufficient to
evaluate them using the unperturbed basis juki. For the
same reason, the term _��r�

� should be kept in the deriva-
tion. In previous work [18,19], this term was dropped
based on the reasoning that the time and spatial variations
are treated at the same order. However, this is not true in the
calculation of the polarization because of the explicit time
integral in Eq. (4).
Now we can calculate the induced adiabatic current

given by

j ¼ �e
Z

BZ
dkDðk; rÞ _r; (8)

where Dðr; kÞ is the electron density of states, modified
from its usual value of 1=ð2�Þd in the presence of the Berry
curvature [20]: Dðk; rÞ ¼ ð1þ�kr

��Þ=ð2�Þd. We solve for
_r� from Eq. (5) and then insert it into Eq. (8). It can be
shown that only terms proportional to _� survive [21].
Physically, this result is required by the adiabaticity of

the transformation. We find the total current is j ¼ jð1Þ þ
jð2Þ, where

jð1Þ� ¼ e _�
Z

BZ

dk

ð2�Þd
~�k�
� (9)

and

jð2Þ� ¼ e _�
Z

BZ

dk

ð2�Þd ð�
kk
���

r�
� þ�kr

���
k�
� ��kr

���
k�
� Þ:
(10)

We have added a tilde to ~�k�
� to emphasize that it is evalu-

ated using the modified basis j~uki. The current jð1Þ is given
by the first Chern form of the Berry curvature, hence the
superscript (1). It was first derived by Thouless in his study

of charge pumping [22]. The current jð2Þ is given by the
second Chern form of the Berry curvature. It originates
from the competition between the intrinsic lattice period
and incommensurate external field, and it will vanish in a

uniform system. jð2Þ provides another route for adiabatic
charge pumping through spatial inhomogeneity [13].
To understand the origin of the inhomogeneity-induced

current jð2Þ, we examine the physical meaning of the
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individual terms in Eq. (10). The first term is a Hall current:
The integration of �kk

�� gives the Hall conductivity [23],

and �r�
� is the driving force due to the spatial variation.

The second term is a spatially modulated current: �k�
� is

the electron velocity along the � direction, and �kr
��,

coming from the modified density of states, represents
the change in the unit length along the � direction. The
third term does not have an obvious interpretation, and it
has to be obtained through the above derivation or its
equivalent [17].

Once we obtain the expression for the adiabatic current
j, the polarization can be found by integrating j [Eq. (4)].

The integration of jð1Þ gives Pð1Þ ¼ PKS-V þ �PKS-V. This
prompts us to name �PKS-V the perturbative contribution
since it is a correction to the original King-Smith and
Vanderbilt formula. On the other hand, the integration of

jð2Þ gives a purely topological contribution Pð2Þ. The dif-

ference between �PKS-V and Pð2Þ can be seen by consid-
ering a cyclic change of the system. During this process,

both Pð1Þ and PKS-V can change only by an integer (in
appropriate units). Since �PKS-V is a perturbative contri-

bution, it must vanish. In contrast, Pð2Þ can be nonzero and
takes an integer value as discussed below. Since the general

properties of Pð1Þ have been discussed thoroughly in pre-

vious work [6–8], we shall focus on the properties of Pð2Þ in
what follows.

We first show that Pð2Þ has the desired property that it
depends only on the initial and final states. The gauge

invariance of Eq. (10) allows us to calculate Pð2Þ with
any gauge choice. In order to carry out the integration
over �, we choose the path-independent gauge by requiring

that the phase difference between juð�Þðk; rÞi and juð�Þðkþ
G; rÞi does not depend on �, where G is a reciprocal lattice

vector [8]. Under this gauge, Pð2Þ is found as

Pð2Þ
� ¼ e

Z

BZ

dk

ð2�Þd ðA
k
�rr

�A
k
� þAk

�rk
�Ar

�

þAr
�rk

�A
k
�Þj10: (11)

We recognize that the integrand in the above equation is of
Chern-Simons form.

However, we have paid a price for carrying out the �
integration; namely, the spatially averaged polarization

hPð2Þ
� i ¼ ð1=VÞR drPð2Þ

� resulting from this two-point for-

mula (11) can be determined only modulo a quantum.
Consider a cyclic change of the system with �ð0Þ ¼
�ðTÞ, and assume hðrÞ is periodic in r. The integralR
dr

R
dtjð2Þ� over a closed manifold spanned by

ðk�; k�; r�; tÞ is an integer called the second Chern number

[13]. Since Eq. (11) does not track the evolution of �ðtÞ,
there is no information on how many cycles � has gone

through; hence hPð2Þ
� i can be determined only modulo a

quantum. Assuming hðrÞ depends on y, we obtain the

quantum for Pð2Þ
x in a three-dimensional system:

�hPð2Þ
x i ¼ e

lyaz
; (12)

where ly is the period of hðyÞ and az is the lattice constant

along ẑ.
Next we discuss the general conditions on microscopic

models [24,25] that display a nonzero Pð2Þ. Since the
Hamiltonian is assumed to have the form H ½hðr; �Þ�,
both � and r dependence enter through h. Using the
relation rr

� ¼ rr
�h�rh

� and r� ¼ @�h�rh
�, we find

Pð2Þ
� ¼ e

Z

BZ

dk

ð2�Þd
Z 1

0
d�r�h�rr

�h�ð�kh
���

kh
��

��kh
���

kh
�� þ�kk

���
hh
��Þ: (13)

Besides having the crystal be inhomogeneous, there are

three general conditions for Pð2Þ to be nonzero according to
Eq. (13): (i) The system must be two-dimensional or
higher; (ii) the order parameter hðrÞ must have two or
more components; and (iii) the wave function must depend
on four or more independent parameters. Conditions (i)
and (ii) are obtained by realizing that the integrand in
Eq. (13) is antisymmetric in k� and k� and in h� and h�.

Furthermore, since the integrand is actually the second
Chern 4-form � ^�, it would vanish identically in three
or fewer dimensions; hence condition (iii) follows. Based
on condition (iii), we can further deduce that dimðH Þ> 2.
If dimðH Þ ¼ 2, H has four components. However, since
shifting and scaling energy has no effect on wave func-
tions, the wave function can depend on only two indepen-
dent parameters (for example, the spherical coordinates on

a 2-sphere S2), and Pð2Þ vanishes in this case.
The Chern-Simons form of our theory also allows us to

deduce the general form of Pð2Þ. We first consider a two-
dimensional ‘‘minimal’’ model with hðrÞ having two com-
ponents. Because of its antisymmetric properties, we can
write the integrand of Eq. (13) as ������	. Then, by

assuming hðr; �Þ ¼ �hðrÞ, we find Eq. (13) takes the fol-
lowing form:

P ð2Þ ¼ e	½ðr � hÞh� ðh � rÞh�: (14)

Here 	, as a function of hðrÞ, can be spatially dependent.
Interestingly, if we identify hðrÞ with the magnetization
order parameter MðrÞ, the above result has the same form
as that obtained from the Landau-Ginzburg approach [26–
28]. However, unlike the Landau theories, Eq. (14) is a
direct consequence of the minimal dimensionality, and we
did not invoke any symmetry argument; in particular, the
time-reversal invariance is irrelevant.
Next we consider three-dimensional systems with cubic

symmetry. We start from Eq. (11) by making the variable
substitution rr

� ¼ rr
�h
rh


. By applying the antisymmet-

ric properties of the Chern-Simons form, we can write

Pð2Þ
� ¼ ��
�rr

�h
C��, where C�� is a coefficient. Since

the crystal has cubic symmetry, we have either
(i) C�� ¼ ���	 or (ii) C�� ¼ ����D�. In the former
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case, Pð2Þ
� ¼ ��
�	rr

�h
. This is allowed only when h is

invariant under time reversal. The antisymmetric tensor
��
� also prohibits its existence in two-dimensional sys-

tems. If C�� ¼ ����D�, then D must be pointing in the

direction of h, i.e., D� ¼ 	h�, and Pð2Þ
� ¼ 	ðh�rr

�h� �
h�rr

�h�Þ, which again gives Eq. (14). For more compli-

cated cases, one will have to carry out a careful symmetry
analysis of the crystal structure to determine the general

form of Pð2Þ.
Finally, we discuss how to calculate Pð2Þ from a compu-

tational point of view. For simplicity, we again consider a
two-dimensional system and assume hðrÞ is periodic in the
y direction. After taking the spatial average, the two-point

formula (11) for Pð2Þ
x involves three nontrivial variables,

namely, kx, ky, and y. We then make a tetrahedral mesh in

the three-dimensional parameter space spanned by these
variables. At each mesh point Ri ¼ ðkxi ; kyi ; yiÞ, one can

solve the Kohn-Sham equation self-consistently with the
constraint that the ground state energy is minimized for a
constant hðyiÞ. In the case of multiferroics, this is equiva-
lent to solving the Kohn-Sham equation with a fixed and
uniform spin magnetization [29]. According to Ref. [30],
the discretized version of the Chern-Simons action within
each tetrahedron is given by

1
6 ð1234 �1324 þ1423Þ; (15)

where ij is the discretized Berry phase between two

vertices labeled by i and j [31]:

ij ¼ Im loghui j uji: (16)

The total polarization is then given by the sum over all
tetrahedrons. The above process sketches the basic recipe

for the calculation of Pð2Þ, although for real crystals a more
careful treatment is needed.
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Note added.—The formalism detailed in this paper was
recently successfully applied by another group to magnetic
field-induced polarization in topological insulators [32].
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