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We propose a new formalism and an effective computational framework to study self-trapped excitons
(STEs) in insulators and semiconductors from first principles. Using the many-body Bethe-Salpeter
equation in combination with perturbation theory, we are able to obtain the mode- and momentum-resolved
exciton-phonon coupling matrix element in a perturbative scheme and explicitly solve the real space
localization of the electron (hole), as well as the lattice distortion. Further, this method allows us to compute
the STE potential energy surface and evaluate the STE formation energy and Stokes shift. We demonstrate
our approach using two-dimensional magnetic semiconductor chromium trihalides and a wide-gap
insulator BeO, the latter of which features dark excitons, and make predictions of their Stokes shift
and coherent phonon generation which we hope will spark future experiments such as photoluminescence
and transient absorption studies.
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Excitons, a quasiparticle composed of correlated elec-
tron-hole pairs, embrace rich many-body physics and play
a crucial role in semiconductor science and technology. As
a fundamental quasiparticle, excitons can interact with the
lattice degree of freedom, or phonons. Exciton-phonon
interaction gives rise to a wide range of emergent
phenomena such as phonon-induced exciton linewidth [1],
phonon side bands [2], phonon replica [3], valley polar-
ized exciton relaxation [4], etc. Apart from these effects,
strong exciton-phonon interaction can lead to a self-
trapped exciton (STE), i.e., an exciton trapped on its
own lattice distortion field [5–8], which can dramatically
influence luminescence, energy transport, and formation
of lattice defects in crystals. The STE is usually signaled by
photoluminescence with a large and broadened Stokes shift,
and coherent phonon generation which can be observed
through transient absorption spectroscopy. STEs have been
observed in various materials, including alkali halides and
oxides [9–12], two-dimensional (2D) chromium trihalides
which have gained great research interest recently [13–18],
the promising photovoltaic material CsPbBr3 [19], and
hybrid organic perovskites [20]. Manipulating STE forma-
tion and their properties can further inspire new device
concepts. Their broad emission band, high photolumines-
cence quantum efficiency, and large tunability show prom-
ises for optical device applications such as light-emitting
diodes [21,22], luminescent solar concentrators [23], and
efficient photovoltaic cells [24].

Microscopically, the formation of STEs can be under-
stood from the Franck-Condon principle, as schematically
illustrated in Fig. 1. Though well observed experimentally,
an ab initio description of STEs that properly accounts for
the electron-hole correlation and exciton-phonon interac-
tion with full lattice degree of freedom is still lacking and
remains a daunting task, with some major challenges as
follows. First, although the supercell technique for

FIG. 1. Schematics showing the Franck-Condon picture of the
STE formation. The green, blue, and red curves in the left-hand
panel correspond to the PES of the ground state, the free exciton
state, and the STE state, respectively. The right-hand panel
illustrates interactions involved during the formation and decay
of STE. Top: a semiconducting or insulating material is optically
excited, generating a free exciton. Middle: the exciton is trapped
by a localized lattice distortion, forming an STE state. Bottom:
the STE decays with a lower-energy photon emitted, causing a
Stokes shift as part of its energy is released to the lattice.
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calculating polarons, i.e., a quasiparticle formed by an
excess electron (hole) with lattice distortion, has been
widely applied [25,26], the computational cost of the
GW with Bethe-Salpeter equation (BSE) approach makes
the STE calculation using supercells impractical. Second,
previous studies mainly adopt constrained density func-
tional theory for lattice relaxation, then use BSE with the
distorted lattice to calculate the exciton binding energy and
photoluminescence spectrum [27]. The major drawback
here is that missing the excitonic effect in the first place
may lead to unrealistic lattice distortion, especially for
strongly correlated Frenkel excitons.
Herein, we propose an ab initio framework that

properly treats both the excitonic effect and its coupling
to all phonon modes, based on the many-body GW-BSE
method [28–30] in combination with density functional
perturbation theory [31]. After benchmarking the STE
lattice configuration in Li2O2, we present calculations for
2D magnetic chromium trihalides, using CrBr3 as a
prototypical example. We then study monolayer BeO, a
system featuring dark exciton state. For both systems, we
explicitly calculate the mode- and momentum-resolved
exciton-phonon coupling strength in the momentum
space, from which we obtain the real-space electron
(hole) localization and the STE potential energy surfaces.
Our method overcomes the difficulties concerning atomic
force calculations in the presence of excitons and properly
takes the many-body effects into account at a reasonable
computational cost. It also allows us to explore a large
configuration phase space, which is important to achieve
realistic results. Finally, our approach can be easily
applied to other semiconductors and insulators.
Theoretical framework—We start from a perturbation-

theory-based framework, which has been applied to com-
pute polaron formation [10,11], where the total energy of a
polaronic system can be described as a summation of its
ground state energy and a linear expansion with respect to
the lattice displacement:

Efτ;ψg ¼ Efτ0;ψ0g þ 1

2
Cκ1αi;κ2βjτκ1αiτκ2βj

þ
Z

ψ�
�
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�
ψ : ð1Þ

Here ψ is the excess electron’s wave function, τκαi the
atomic displacement with καi denoting the Cartesian
coordinate α of atom κ in the ith unit cell. H0

KS,
ð∂V0

KS=∂τκ1αiÞ, and ψ0
nk are the ground state Kohn-Sham

(KS) Hamiltonian, the variation of the KS potential, and the
wave function with band index n and wave vector k,
respectively. Cκ1αi;κ2βj represents the force constant matrix.
Einstein summation convention is assumed throughout the
text unless otherwise specified.
The total energy for an exciton-phonon coupled system

can be expressed by replacing the KS Hamiltonian with the

many-body BSE Hamiltonian and the electronic wave
function by its exciton counterpart,

Efτ;ψ exg ¼ Efτ0;ψ0
exg þ

1
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where ψ0
ex denotes the exciton empty state. The BSE

Hamiltonian can be written asHBSE
vc;v0c0 ¼ ðεc − εvÞδcc0δvv0 þ

ð2Vvc;v0c0 −Wvc;v0c0 Þ, with W and V representing the direct
electron-electron attraction and the exchange term, respec-
tively. c (c0) and v (v0) are the conduction and valence band
indices.
Applying the principles of energy minimization and

exciton number conservation to Eq. (2), we reach the
following self-consistent eigenequations:

2
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Here Np is the number of unit cells in the supercell. AnQ

denotes the STE wave function in the exciton basis, with
Bqμ the lattice wave function in the phonon eigenmode

basis. The exciton-phonon coupling matrix Gex-ph
nmμ ðQ;qÞ is

by definition the differential of the BSE Hamiltonian with
respect to the lattice displacement along a phonon normal
mode. Assuming constant static screening function, one
can estimate the Gex-ph

nmμ ðQ;qÞ using the exciton wave
function in the electron-hole pair basis EnQ

vk;ckþQ and
electron-phonon coupling matrix gel−ph by [32,33]

Gex-ph
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wherem and n denote the exciton band indices andQ is the
exciton center-of-mass momentum.
We note that the above equations are obtained under the

approximation that both phonons and the electron-phonon
coupling lie in the linear regime, in other words, under small
lattice distortion. Further, this requires well-defined exciton
states, i.e., strong enough Coulomb interaction to maintain
the exciton quasiparticle. We therefore can first solve the
BSE equation to obtain the lowest exciton bands, and then
treat the exciton-phonon interaction perturbatively.
Solving Eq. (3) gives the STE (phonon) wave function

AnQ (Bqμ) and allows us to calculate the real-space lattice
distortion associated with the STE formation by

τκαi ¼ −
2

Np
B�
qμ

�
ℏ

2Mκωqμ

�
1=2

eκαμðqÞeiq·Ri ; ð5Þ
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withMκ being the ion mass,Ri the direct lattice vector, eκαμ
the phonon normal mode with branch μ, wave vector q, and
frequency ωqμ.
As such, our method offers another advantage to explore

the PES of the free exciton and STE states by non-self-
consistently solving the first eigenequation in Eq. (3) with a
certain lattice distortion. Otherwise, it can only be obtained
from the finite displacement method using a large supercell,
which suffers from a limited phonon phase space.
Furthermore, the “localization” of the STE state can be

seen more clearly from the electron and hole distribution.
To this end, we obtain the STE wave function by further
expanding the electron and hole Bloch wave functions
following jΨSTEi ¼ λck2vk1

jck2ihvk1j, with the coefficient

λck2vk1
¼ AnQE

nQ
vk1;ck2

(Q ¼ k2 − k1). Since the electron and
hole states are entangled, we take advantage of the Wannier
representation and calculate the reduced densitymatrix of the
electron (hole) by tracing out thehole (electron) to reflect their
real-spacewave functions, i.e., ρ̂hole ¼ λckv1k1λ

ck�
v2k2

jv2k2ihv1k1j
and ρ̂electron ¼ λc1k1vk λc2k2�vk jc1k1ihc2k2j. Finally, we arrive at

ρjw2

iw1
¼ hjw2jρ̂hole or electronjiw1i: ð6Þ

Here, i (j) denotes the unit cell index and w denotes the
Wannier function index. The diagonal part of the reduced
density matrix is the classical contribution to the electron
(hole) density, and the off-diagonal part is the quantum
coherence which leads to local density fluctuations.
The simulation flowchart of our framework is provided in

the SupplementalMaterial (SM) Sec. S1 [34], alongwith the
scripts [48]. As a benchmark, we achieve tractable results in
Li2O2. Specifically, we obtain highly localized lattice
distortion manifesting in a large O–O bond length change
of 0.49 Å [0.48 Å obtained by delta self-consistent field
calculations [12] ]. Moreover, we uncover from the mode-
resolved coupling strength that the two high frequency
optical phonons dominate the STE wave function, which
implies a Holstein-like interaction. By comparing the STE
formation energy with that of the separated electron polaron
and hole polaron, it can be inferred that the STE in Li2O2 can
be considered as an electron polaron tightly bound with a
hole through the electron-hole Coulomb interaction (for
more details, see SM Sec. S3 [34]).
STE in monolayer CrBr3—Bulk CrBr3 crystallizes in the

trigonal R3̄m space group, and its monolayer contains
edge-sharing CrBr6 octahedra where Cr is bonded to six
equivalent Br atoms.G0W0 calculation yields a band gap of
4.04 eV for monolayer CrBr3, while BSE on top of G0W0

FIG. 2. STE in monolayer CrBr3. (a) The calculated atomic displacements on an 8 × 8 supercell of monolayer CrBr3, labeled by red
arrows. Purple (brown) circles represent the Cr (Br) atoms, respectively. The blue color map shows the hole density distribution,
highlighting its real-space localization. (b) Phonon dispersion of monolayer CrBr3 with its linewidth proportional to the amplitude of
jBqμj2. (c) Exciton bands ofmonolayer CrBr3, with the radii of the circles proportional to the amplitude of jAnQj2. (d),(e) Distribution of the
exciton-phonon coupling strength in the Brillouin zone for the flat optical and acoustic LA phonon modes, respectively. The color of
markers indicates the value of G̃ex-phðqÞwhile the size represents the phonon-frequency-normalized value ðjG̃ex-ph

μ ðqÞj2=ωqμÞ. (f) PES for
various states. The STE state (black curve) significantly lowers the total energy in comparison to the free exciton state (blue curve). Optical
transition for the STE shows a redshift of 0.32 eV in comparison with the free exciton, shown by the bold arrows to guide the eye.
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gives the lowest exciton peak at 1.35 eV (for computational
details, see SM Sec. S2 [34]). Our calculation gives an STE
formation energy of 156 meV in CrBr3. In combination
with the lattice distortion energy of 168 meV, a Stokes shift
of 324 meV is expected, in excellent agreement with the
experimental observation of 320 meV [49]. Figure 2(f)
explicitly shows the PESs for the free carrier, the free
exciton, and the STE states with respect to lattice distortion,
with the electron (hole) polaron state marked by a dashed
line for reference. One can see that the STE state is much
more energetically favorable than the polaron state.
Another feature that can be observed is that the PES of
the STE state has a significantly slower change at the
energy minimum than the lattice distortion energy, meaning
a small variation in STE energy can lead to a large variation
of Stokes shift. This naturally explains the large full width
at half maximum (FWHM) observed in the photolumines-
cence spectra [49].
Figures 2(b) and 2(c) show the phonon and exciton

dispersion, on top of which we overlay the STE wave
function in the exciton and phonon basis, to present the
mode- and momentum-resolved contribution to the STE
formation. One can see that the exciton bands in CrBr3 are
remarkably flat, with a dispersion width of less than

10 meV [Fig. 2(c)]. Such flat exciton bands are a result
of the flat valance and conduction bands in CrBr3 (SM
Fig. S4 [34]), which could in turn facilitate the STE
formation by expanding the exciton-phonon phase space.
As for the lattice, apart from the low-energy longitudinal
acoustic (LA) mode making a noticeable contribution to the
STE formation, two almost degenerate flat phonon bands at
∼20.58 meV also have a strong coupling strength, corre-
sponding to the in-plane and out-of-plane breathing motion
of the Cr-Br octahedra. It has been observed that similar
phonon modes are excited coherently when the STE is
formed in CrI3 [27]. The real-space lattice distortion is
shown by the red arrows in Fig. 2(a), each of which denotes
our calculated atomic displacement by Eq. (5). The dis-
tortion is rather localized at the bound electron-hole pair,
for which we show the hole distribution in blue shading.
We further plot the distribution of the averaged exciton-

phonon coupling strength G̃ex-ph for the phonon modes
strongly coupled to the exciton state of interest at Q0
in the entire Brillouin zone, which we define as

ð1=NbÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΣnmjGex-ph

nmμ ðQ0;qÞj2
q

. Here Nb is the number of
the lowest exciton bands among which the average is taken.
As can be seen in Figs. 2(d) and 2(e), the flat optical mode

FIG. 3. STE in monolayer BeO. (a) The calculated atomic displacements on a 24 × 24 supercell of monolayer BeO, labeled by red
arrows. Green (dark blue) circles represent the Be (O) atoms. The blue color map shows the hole density distribution, highlighting its
real-space localization. (b) Phonon dispersion of monolayer BeO with its linewidth proportional to the amplitude of jBqμj2. (c) Exciton
bands of monolayer BeO, with the radii of the circles proportional to the amplitude of jAnQj2. Note the exciton bands in BeO are highly
dispersed with the global minimum located at K. (d),(e) Distribution of the exciton-phonon coupling strength in the Brillouin zone for
the optical and acoustic phonon modes, respectively. Color coding and marker size follow the definition of that in Figs. 2(d) and 2(e).
(f) PES for various states. The STE state (black curve) lowers the total energy in comparison to both the free exciton (blue curve) and the
hole polaron with an excess electron (gray dashed line). The bold arrows highlight the optical transition of the bright exciton at 7.08 eV
before relaxing to the dark exciton through coupling to phonons.
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exhibits larger and more uniform distribution coupling
strength. Together with the well localized exciton and
lattice distortion, as well as the short-range nature of
exciton-phonon interaction, we believe our method suc-
cessfully captures the STE formation in monolayer CrBr3
(for detailed results of CrCl3, see SM Sec. S4 [34]).
STE in monolayer BeO—Recently, monolayer BeO was

synthesized through the epitaxial growth method [50],
which broadens the 2D materials phase space beyond
being limited to their existing bulk layered counterparts.
BeO has a honeycomb lattice similar to that of hexagonal
boron nitride (h-BN). As an insulator, it has a wide band
gap (> 5 eV), suggesting it is likely to exhibit a significant
excitonic effect. Moreover, a recent work reports a
localized hole polaron with formation energy of over
500 meV in 2D BeO, indicating strong electron-phonon
coupling [51]. These facts motivate us to study the STE
formation and make predictions that we hope can be
verified by future experiments.
Density functional theory level calculation shows a

direct gap of 5.85 eV and an indirect gap of 5.36 eV in
monolayer BeO. G0W0 calculation yields an overall band
gap correction of around 3.7 eV (for computational details,
see SM Sec. S2 [34]). BSE calculation results in the lowest
bright exciton at 7.08 eV with a binding energy of 2.5 eV.
Such a large binding energy implies that the lowest-energy
exciton in monolayer BeO is most likely Frenkel type,
though a Wannier-Mott-type exciton cannot be ruled out in
lower-dimensional materials. Using the same approach, we
obtain an STE formation energy of 66 meV, with a lattice
distortion energy of 360 meV. Further, we find the STE is
∼2 eV more stable than a hole polaron with a free electron.
Thus, the STE is unlikely to be broken down by strong
interaction with the lattice; therefore, monolayer BeO may
serve as an ideal test bed for STE formation.
From the phonon dispersion in Fig. 3(b), we see that

both LA and LO (longitudinal optical) phonons play a
major role in the STE formation, while the remaining
branches make a negligible contribution. This is similar to
the phonon contribution to the hole polaron formation
analyzed in the previous work [51]. However, there lies a
major difference. For polaron formation, the long wave-
length LO phonon dominates through long-range elec-
tron-phonon coupling [51]. Excitons, however, as a
charge neutral quasiparticle, can interact with phonons
not limited to the long wavelength modes. Thus, the
contribution of different wave vectors of the LO phonon
branch is almost evenly distributed, which is further
illustrated in Figs. 3(d) and 3(e). There, we plot the
averaged exciton-phonon coupling strength of the
K-valley exciton, where short wavelength phonons with
specific momenta show much stronger coupling com-
pared to that at the Γ point.
Further, the real-space distortion is also computed and

shown in Fig. 3(a), where the Be atoms are pushed away

from the O atom, i.e., the localized hole, leading to a
considerable bond length changing from 1.54 to 1.63 Å.
Meanwhile, the hole seems to be more localized than the
electron when the STE is formed (see SM Fig. S5 for
comparison [34]), consistent with the existence of small
hole polaron and absence of electron polaron in monolayer
BeO. This implies the lattice distortion mainly traps the
exciton through strong lattice-hole interaction, and the
electron is trapped through strong Coulomb interaction
with the trapped hole.
Finally, we note that monolayer BeO is an indirect gap

semiconductor (SM Fig. S4 [34]), where the lowest exciton
state is located at the K valley and has an energy 0.7 eV
lower than the lowest bright exciton at the Γ point. In the
same spirit of previous calculations, we may expect a huge
Stokes shift of ∼1.1 eV. However, due to the indirect gap
nature, STE in BeO has a much lower tendency to decay
radiatively; thus, how it affects the photoluminescence will
need further study.
Conclusions—We propose a theoretical and computa-

tional framework to treat the self-trapped excitons from
first principles. Our method properly takes into account
the electron-hole many-body interaction and their coupling
to the full lattice degree of freedom using a combination of
BSE and perturbation theory. Using a two-dimensional
magnetic semiconductor CrBr3 and a wide-gap indirect
gap semiconductor BeO as prototype examples, we are
able to quantitatively discuss the fine structure of the STE
potential energy surfaces and compare them to the polar-
onic states. We also evaluate their Stokes shift energies
that could readily be verified by the photoluminescence
experiments. From the mode- and momentum-resolved
coupling strength calculation, we pinpoint the phonon
modes with significant contributions that could potentially
be excited coherently and observed in transient absorption
spectroscopy. Our work highlights the importance of
lattice degree of freedom as well as the many-body
effects, and further provides a general framework to
effectively and efficiently make predictions of STE in
real materials from first principles. Finally, the efficiency
of our scheme can be significantly improved if the
exciton-phonon coupling matrix can be interpolated using
appropriate schemes, such as those employed for calcu-
lating the electron-phonon systems.

Note added—Recently, another group has independently
developed a similar approach and has applied it to
perovskite materials with important insights [52].
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